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Abstract

As it is almost 50 years since Phillips (1958), we analyze istotical series on UK wages
and their determinants. Huge changes have occurred oweloting run, so congruence is hard to
establish: real wages have risen more than 6 fold, and no®@@etimes; laws, technology, wealth
distribution, and social structure are unrecognizablfed#nt from 1860. We investigate: wage rates
and weekly earnings; real versus nominal wages; breaksl®g—2004; non-linearities, including
Phillips’ non-linear response to unemployment; ‘tradeommpower’ and unemployment benefits; and
measures of excess demand, where workers react more toimfidien it rises.

1 Introduction

Following the introduction by Phillips (1958, 1962) of thamious ‘Phillips curve’ relation between
wage inflation and unemployment, many studies have inastigwage inflation in the UK: salient
contributions include Dicks-Mireaux and Dow (1959), Lipg&960), Sargan (1964, 1980), Godley and
Nordhaus (1972), Nickell (1990), and Layard, Nickell andkiaan (1991). Most of these approaches
have treated the labor market as the source of excess dewraladbdr, which in turn influenced wage
inflation, although other models postulated competitiamveen employers and employees over the profit
share. Initially, the specification was in terms of nominalges, followed by models with real-wage
equilibria, and finally inflation expectations were accar@ekey role, becoming dominant in the ‘new-
Keynesian’ approach to price inflation. Most UK quarterlgspwar models have considered price and
wage inflation jointly with unemployment, where their irdgetions induced a ‘wage-price spiral’, still of
concern to policy makers—see http://www.bankofenglamdldpublications/news/2007/003.htr®nce

a major focus, that aspect has not been at the centre of raitention, so we will reconsider it.

The model of price inflation developed in Hendry (2001) cdastd a plethora of economic theories
for its determining variables: no theory was individuallyffgcient, and almost all helped. Historical
contingencies, primarily major wars and oil crises, alstyptl a major role in addition to the economic
influences, ‘modeled’ by individual-year indicators (aoi&-or impulse, dummies). The same eclectic
approach will be adopted for wages here, allowing for a rasfgmssible influences.

The structure of the paper is as follows. Section 2 discudsedata series to be analyzed, consid-
ers some important measurement issues, describes thadreatf turbulent events, and compares two
measures of nominal wages, namely hourly wage rates andgev@reekly earnings. Next, sections 3
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and 4 discuss the economic and econometric theories uimdgdyr study, and section 5 replicates two
major earlier empirical studies, by Phillips (1958) anddgaar(1964). Section 6 presents the model of
UK wage inflation over this long run of data, 1860—-2004, amgstigates its properties. Finally, section
7 concludes. All the empirical analyses and graphicsReBive Autometricgsee Doornik, 2006, and
Hendry and Doornik, 2006) arféicGetg(see Hendry and Krolzig, 2001).

2 Measurement issues

2.1 Data series

The data set is annual for the UK over 1860-2004, and waseatEfiam a humber of sources, detailed
in the appendix. The main series are constant-price GDRotde); prices (P, the implicit deflator

of Y); nominal broad money/{); interest rates (Treasury-bill ratg;, bond rateR;: see Ericsson,
Hendry and Prestwich, 1998); employmeif),( unemployment ) and working population\Wpop);
nominal average weekly wage earningg:( see Feinstein, 1990, building on Bowley, 1937, also see
Crafts and Mills, 1994); nominal hourly wage ratég,( see Shadman-Mehta, 2000); normal houf$;(
world prices {.); a trade union membership measuré&lf; the ‘replacement ratio’ from unemployment
benefits B); and the nominal effective exchange rak8.(Other variables are constructed from this base
set. Capital letters denote the original variables, anctevase letters the corresponding logarithms (so
y = logY). The estimation sample period is usually 1863—2004 afteating lags and allowing for
missing data.

2.2 Measurement errors

An extended discussion of data accuracy is provided in He(®001), who argues that the variables of
interest are measured with sufficient accuracy to merit fivagldespite the long historical period—which
must entail substantial errors of measurement, both céumakgnd numerical (many of the relevant com-
ponents were not recorded at the time). Our working assomptiemain that: (a) the levels data are
integrated oncel(1)) with superimposed major breaks, so ‘look’ liK@) series; and (b) measurements
thereof have up td&(1) deviations from the desired theoretical counterpa@snsequently, wage infla-
tion is treated af{0) with breaks, but measured with §0) error. Mis-measurement in such processes
therefore induces non-constancy in empirical models, $ebnsistent with the effects of revisions to
post-war quarterly inflation time series (see Hendry, 199514). Even in long non-stationary histor-
ical time series, despite including war years, constarafpater equations are feasible (in the sense of
Hendry, 1996: previous analyses have successfully modetatey demand—-see, e.g., Ericsstral,
1998, and Escribano, 2004—and price inflation—Hendry, RQfithough measurement caveats must be
borne in mind when interpreting any reported models.

2.3 Descriptive statistics

Figure 1, panel a, records nominal weekly wage earnings goé levels (in logs), with real wages and
output per person employed in panel b, nominal changes iel gamnd real wage growth in paneld.
To establish the scale, note that the level of nominal aeevagekly earnings has increadedr hundred

1Graph panels are lettered notionally as a, b, c, ..., row by ro



and fifty foldover the sample, and nominal wages per hour even nfimestjundred and seventy fdld
While the patterns ofv andp are similar, the former has increased much faster, leadingdl wage
increases of betwee’r%—? fold. Wage inflation has varied from arouré25% to worse than-20%, and
again is similar to price inflation (panel c), with a few matldeparture$. Such variations would swamp
mostl(0) measurement-error effects.
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Figure 1 Nominal and real UK wages, prices, output per capita, andtiofi rates.

The following descriptive statistics summarize means amadard deviations (SDs) of annual
changes in log average weekly wages and wage rates regbgctiv

mean (SD)| 1863-2004 pre-1914 1914-1945 pre-1945 post-1945
Aw 0.044 (0.061) | 0.010 (0.018) | 0.041 (0.097) | 0.022 (0.063) | 0.075 (0.042)
Aw, 0.043 (0.067) | 0.010 (0.025) | 0.036 (0.107) | 0.020 (0.070) | 0.074 (0.046)

A(w—p) | 0.014 (0.024) | 0.009 (0.015) | 0.011 (0.038) | 0.010 (0.026) | 0.019 (0.020)

A (w, —p) | 0.012 (0.029) | 0.009 (0.020) | 0.006 (0.050) | 0.007 (0.035) | 0.018 (0.018)
Table 1 Means and SDs of annual changes in log average weekly wadesaae rates.

Thus, mean annual nominal UK wage inflation was about 2.2%gpre 7.5% post-1945 respectively,
as the last two columns show, although the post-1945 SD isrlav 4.2%. Mean annual real-wage
inflation was both much lower at 1.4% pa over the whole pergaat, more stable, with an SD of 2.4%.
Despite such an apparently slow growth rate, the inexoraws of compounding show that over the
140+ years, average real wages rose roughly 6 fold, morehhidiof that since 1945 (i.e., 3.2-fold), so
individual prosperity in the UK is recent. This is consigterith the results on the rate of growth in real
wages of 1.2% per year for 1813-1913 in Crafts and Mills (J9%4standard ‘popular’ perception is
that the second half of the nineteenth century was a ‘Goldgel ik the UK, which was the workshop

2Despite having lived through the large rises and falls dpliai16—22, Keynes (1936) still argued wages were inflexible.



of the world where ‘pax Britannica’ ruled etc. In fact, the Was at war in almost every year of that
century; and GDP per head and its growth were both low by testandards, albeit not by comparison
with previous centuries. We conjecture that recorded peiaes of standards of living were formulated
by the then rich (whose status was later eroded), who wererthehistorians of the time given the
restricted availability of education in England till aft&fWIl. However, as Crafts (1988) makes clear,
detailed UK growth pre-1945 does not sustain many simplegdizations.

Conversely, there was a major social structural break if6,1@4th the nationalization of many basic
industries, introduction of a national health service, androvements in state provision of education,
unemployment insurance and pensions. Moreover, the Bigee(il942, 1945) Reports essentially man-
dated UK Governments to keep a low level of unemploymentgukieynesian policies, and the outturn
of 1.5% on average over 1946-66 was historically unpredederfigure 2 reports the unemployment
rate (a), its change (b), growth in output per capita as a nmead demand fluctuations (c), and excess
demand for laborf/? from Hendry (2001), in panel @ There are four distinct epochs of unemployment,
marked as shown in panel a, commencing with a distinct pattebusiness cycle fluctuations, a jump in
the mean and variance bf., the era of low mean and variance through post-war recarigirn) ending
with a further jump in mean and variance from the late 1970¢/.lis to be part of the explanation of
Aw, thenAw would need to manifest such patterns conditional on othglaeatory variables, either in
the model ofU,. or that of Aw.
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Figure 2 Unemployment rate, its change, growth in output per capitd,excess demand for labour.

As a baseline for judging later whole-sample fit, regressiag; on two past values of itself and
of past inflation yieldss = 4.1%: thus, contemporaneous price inflation is a fundamentaraenant
of nominal wages since the SD &f (w — p), is just2.4%. The standard neo-classical theory of wage
determination is that the real marginal cost of labor (Uguaken as the real wage) equilibrates to the real

3U? captures disequilibrium unemployment based on steadg-gtawth, whereby the unemployment rate rises when the
real interest rate exceeds the real growth r&e-{ Ap > Ay) and vice versa.



marginal revenue product of labor. Given the evidence farst@ant-returns technology at the aggregate
level in Hendry (2001), then the ratio of real wages to avenagduct should vary around a constant
level. The similar trends in real wages and output per peesoployed in fig. 1b are consistent with
that. The large increase in labor costs (particularly maicnsurance) should ensure — p) grew more
slowly than(y — 1), and their average growth rates were indeed 1.35% and 1.d286ctively.

Other than a spike in 1940, real wage growth shows littleevig of the turbulence present in its
two nominal components (fig. 1d). This confirms the imporéan€ conditioning on price inflation,
noting thatA (w — p), entails doing so with a coefficient of unity, and seems an lextteexample of a
co-breaking relationship (see Hendry and Massmann, 2@@/issue to which we now turn. We note
the difficulty for an ‘annual contract’ model of wage barga@ as workers could not possibly have
correctly anticipated the major jumps and falls in inflatemtailed by wars, and no econometric model
seems able to forecast them. A simpler hypothesis is thatitbfnayear adjustments at times of high
inflation, and although some economists would interprett disssimultaneity, a simple interpretation is
just as a 1-1 transformation of the joint densityugfandp; into the density ofv, and(w — p),. This
is different from a conditional/marginal factorizatiom that the latter may still depend akp;, so the
issue of valid conditioning remains. To check this hypoitiese undertook impulse saturation on the
conditional distributions, as explained in section 4.2.

2.4 Turbulent periods

Research on price inflation for this data set revealed andamae of ‘outliers’ (22 residuals larger
than3a in absolute value), matching the many economic policy amthaxge-rate regime shifts, major
wars, crises, and substantial legislative and technadbgitanges. Such shifts are evident in both of the
nominal series in fig. 1c, and have been recorded in relategl dseries by numerous other authors (see
e.g. Darne and Diebolt, 2004).

Indicators, or impulse dummies, correct for both innovaemd additive ‘outliers’ in the regressand,
and also adjust for any aberrations in regressors, so sumerdgviations unaccounted for by the eco-
nomic variables (see Salkever, 1976). In dynamic modeiécators have more complicated effects (see
Doornik, Hendry and Nielsen, 1998), and even more comgdt@h cointegrated processes (Nielsen,
2004), but can be handled appropriately. If economic véegabkeally matter in a model, then their ef-
fects should not be removed by also including indicatorsaesely, indicators can reduce correlations
induced by chance matching of shifts. Finally, since zesidieals for observations removed by indica-
tors can distort test statistics, indicators in an initiafestricted model can be combined into an overall
index to minimize such effects: see Hendry and Santos (2@¥gtion 4.2 discusses the new technique
of indicator saturation developed by Hendry, Johansen antbS (2004).

2.5 Measuring UK wage inflation

There are two main historical time series of wage-relatdates, denoted) andw,.. The first is analyzed
here, the second by Shadman-Mehta (1995), but we briefly amanipese. The measures differ somewhat
in their concept (earnings versus rates), and hence thectropahanges in hours and perhaps labor taxes
thereon, but if these two series do not cointegrate with ettor, they cannot cointegrate with the same
determinants. Many theories of ‘wage inflation’ are impsecibout the precise measure, but empirically
this matters greatly.
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Figure 3 Two measures of UK wages, their inflation rates, and diffiaésn

First, figure 3, panel a, records the log-wage levels (agjlist be zero in 1985), with their rates of
change in panel b, the differentiab (— w,) in panel c, and its growth in panel d. Although the levels
and annual inflation rates look similar, the differentias lagtrend (roughly in line with the sparse data on
falls in annual hours worked), amNl (w — w,.) has a mean df.2% pa with a standard deviation of 3.2%,
much larger than foA (w — p), but is dominated by the volatile periods 1914-1922 and 193485,
which look from panel b to be driven by a slightly differenntng of peaks and troughs.

Cointegration was studied in a 2-variable VAR with 2 lagsparestricted constant, restricted trend,
and unrestricted indicators for each year 1914-1922 iiveuend 1940 (to remove the main outliers)
(see Johansen, 1995). The trace test{Tdr the hypothesigi(r) of r cointegrating relations apparently
rejects with the valué5.2** and a cointegrating vector close(tb —1). However, both; > 0, warning
that there is no convergence. Thus, empirical models of biigese series need not be appropriate for
the other. Henceforth we model

The residual standard errors from this VAR also provide aeieof-magnitude estimate of how well
econometric equations might fit, namely, around- 2.0%. This is similar to the value in section 2.4,
and, given such evidence on data inaccuracy, suggests #hetfadel has a respectable fit.

3 Economic theory relationships

There is a vast literature on the theory of wage determinafimm the subsistence theory in Ricardo
(1971, ch.5), through the classical Walrasian view of ateptabor markets with no ‘involuntary’ un-
employment, the Keynesian focus on nominal rigiditiesh micro-founded models in the literatures
on search and matching (see Pissarides, 2000), imperfecination, adverse selection and efficiency
wages (seénter alia Weiss, 1990, and Shapiro and Stiglitz, 1984; Akerlof andergl2001, provide a
review of the last). We briefly note theories of the long-r@tedminants (sub-section 3.1) and dynamic



adjustment (sub-section 3.2).

3.1 Long-run determinants

Profit-maximizing competitive firms should only hire workeup to the point at which their marginal
revenue product (MP) equals the marginal cost (MC). Firnmukhobviously pay workers as little as
possible to maximize profits, subject to efficiency wage arguts, but demand for labor between firms
bids up wages so long as M@IR. With a Cobb—Douglas production function (broadly ughky the
evidence), marginal revenue is proportional to nominaraye product, so lacking data on hours, the
measure in our data BY /L. Marginal cost comprises wageld’() as well as labor taxes-( including
fringe benefits such as pensions, health care), where datsedatter are not available for the whole
sample (see Alesina and Perotti, 1997, for evidence on kabation). Price deflation is usually by a
CPI for wages and a PPI for output, which adds a ‘wedge’ to seage determination models; but that
is not relevant here as we only have the GDP deflator.
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Figure 4 Real national insurance costs, trade union membershifacepent ratio, and their growth
rates.

In general equilibrium, the effects of trade unions, unawymient benefits, employment legislation,
and so on, mainly impact on unemployment rather than thewagk. For example, trade unions may
raise wages at a given firm, but goods market competition foeres it to reduce its employment.
Figure 4 records the available historical data in logs ohmational insurance costs (from 1960: panel
a), trade union membership (standardized: panel b), ahdineanployment benefits (replacement ratio
given by real benefits/lagged real wages: panel c), as wiikirsgrowth rates. All three series are highly
non-stationary, and have increased greatly over the pariwteas neither the level of unemployment
nor the share of labor have trended (fig. 2: but see Mannin@3)19Thus, the long-run constant-price
cointegration relationship in logs used here becomes gimpl

w—p=y—1l—rT 1)



3.2 Dynamic adjustments

Dynamic adjustments have been explained by a range of &atatuding staggered wage contracts, the
role of trade unions (Oswald, 1985, provides a review), &iafgg (see e.g., Lewis, 1986, MacDonald
and Solow, 1981), the distinction between insiders andiderss to the firm (see Oswald, 1993), insti-
tutional factors (see Calmfors and Driffill, 1988, and Soeki1990, for the UK), including labor laws
(e.g., Nunziata, 2005) and expectations, as well as fatit@sndexation during the First World War.
There is also a substantial literature on wage-price spifidm early models such as Dicks-Mireaux and
Dow (1959), where wage inflation was due to ‘cost-push’ inneenies with price-setting firms through
Phillips (1958), Sargan (1964), Blanchard (1987), Rowa&88), and Surrey (1989) to Kolsrud and
Nymoen (1998). Labor markets are certainly an importarimediary in the overall inflation process,
since factor markets determine wages and the prices ofatgoidods. However, factor demands are de-
rived from final demands, so the latter must be the directroigt@nts of price inflation. Unemployment
(or that in relation to vacancies) is often the demand meassed, although capacity utilization and
various measures of the output ‘gap’ also occur. The ‘nhtata of unemployment’ (see e.g., Fried-
man, 1977) or the related NAIRU, provide a widely-used fravorx. Nickell (1987) emphasizes the
impact of the proportion of long-term unemployed on the IRisicurve. Macroeconomic factors such
as the share of the exposed sectors of an open economy aldcatiow terms of trade shocks to have
a significant effect: see Nymoen (1989). Analyses involigequilibria from several sectors include
Juselius (1992), and Metin (1995). Thus, we allow the datiéegrce to determine the adjustment process,
including unemployment as a potential factor influencingdiviation in (1).

4 Econometric theory basis

Our approach is based on general-to-simple modeling. Hnid,the associated automatic modeling
algorithms in PcGets and Autometrics, have been documeefaatately (see Hendry and Krolzig, 2005
and Doornik, 2007), and would take too much space to destwe. However, a few key features

are noted in subsection 4.1, with three novel aspects,ataticaturation, collinearity and non-linearity,

discussed in subsections 4.2—-4.4 respectively.

4.1 General-to-simple modeling

General-to-simple modeling requires that all the candiéaplanatory variables that might influence the
variable being modelled are considered from the outset ehapirical analysis in a general unrestricted
model (GUM). The costs of not doing so are either biased estisnfrom omitting relevant variables,
or uncontrolled significance levels if variables are latgdex, or ‘problems’ corrected, in the light of
adverse evidence. Key references establishing such dlifi€unclude Anderson (1962, 1971), Mizon
(1977), and Hendry (1979). Campos, Ericsson and Hendry5(28@mmarize these developments. The
converse costs are either large models with potentialfyskf estimates, or costs associated with model
simplification to eliminate candidate regressors that bapmwt to matter. Over the last decade, there has
been a revolution in the quality of algorithms for model s&tn, vastly improving over the negative
findings in Lovell (1983) on ‘data mining’, where poor algbms were at fault, through the multi-path
search procedure in Hoover and Perez (1999), to the evidefrtte excellent properties of PcGets in
Hendry and Krolzig (2005) and Autometrics in Doornik (2007)



Two mistakes are always possible in any statistical infegerr selection: false inclusion and false
exclusion. We address these in turn.

Consider a candidate regressor set with= 100 variablesx;, all of which are in fact irrelevant,
but all of which are included in a general model: we addres<tivice ofK below, and how to handle
K > T. At o = 1% significance, corresponding to|g value of around 2.6 when the errors are
approximately normalK« = 1 so 1 of thel00 would be retained by chance on average, with 99 out
of the 100 correctly eliminated, leading to a vast increaskniowledge. Thus, it is relatively easy to
eliminate irrelevant variables. Moreover, as almost ndatdes are retained, the estimated equation fit
(@) is not very different from that which would have been fouratilihe correct state of nature been
known at the outset, and no selection was required. Retparie variable by chance sampling is a small
cost for reducing2!?®® ~ 103" possible models to one on average (which could be improvejgiby
testing). On ‘conventional’ calculations, however, thipgcdon frequency of the procedure (sometimes
called its ‘size’) isl — (1 — 0.01)'% ~ 0.63, suggesting it performs badly.

Next, what happens to false exclusion? bf the K candidates mattered, the ‘power’ to retain them
would be close to that facing an investigator who used sicanifie leveh but knew precisely whicl
variables to enter, without any irrelevant candidatesuitbet. That implication follows analytically from
the near unbiased estimate of the equation standard emad the elimination of almost all irrelevant
variables, so essentially the same second-moment matittreaf is used. Moreover, since the selection
criterion is known [t| > c,), any bias from only retaining coefficients when they aratistically sig-
nificant’ can be corrected, which also serves to attenuatedkfficient estimates on irrelevant variables
that were retained by chance. Hendry and Krolzig (2005) ohmeu the theory and simulation evidence;
and Hendry and Krolzig (2004) present an empirical appboato growth regressions. Subsection 4.2
describes a procedure for removing outliers, such that alityris a reasonable approximation: and 4.3
discusses the impact of collinearity.

4.2 Indicator saturation

Both nominal and real wages fluctuated widely over the samptéod, with ‘extreme observations’
frequently observed, often due to wars, technological aslitypshifts. Such exogenous events induce
structural breaks in the levels, which will manifest thelwsg as outliers in a differenced or cointegrated
equation. A vast literature exists on identifying struatireaks at unknown dates, seter alia Bai and
Perron (1998) and Altissimo and Corradi (2003). Here, wdé@ment indicator saturation as in Hendry
et al. (2004).

Indicator saturation adds a complete set of impulse indisgt/;, t = 1,...,7'} to a model, but
entered in feasible subsets to enable estimation. Hegtday. (2004) establish the null distribution of
the estimator of the mean in a location-scH@ distribution after addind” impulse indicators when
the sample size i¥. A two-step process is investigated: half the indicatoesadded, all significant
indicators are recorded, then the other half is examinedllyithe two significant subsets are combined.
Indicators should be included as part of the GUM, alongsltpadentially relevant variables to avoid
spurious retention of either indicators or variables. Tikigspecially important if non-linearities are
present, since extreme observations due to non-lineadie observationally similar to outliers. As
K > T is certain to occur in this process, repeated combinatbt@ik entry will be needed, and
chosen to produce an acceptable valugkaf (e.g.,a = 0.1% would yield Ko = 1 even forK =
1000): Castle and Hendry (2005) provide simulation evidencettietheory holds despit&® > T and
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Autometrics (Doornik, 2007) provides automated softwareif >> T.

We applied indicator saturation to the GUM outlined in s&et6 using a 0.1% significance level.
Various block sizes are automatically considered, but tiace of sample splits does not impact sub-
stantially on the results, matching the theoretical resmtHendryet al. (2004), who show the subset
division should be irrelevant. Outliers were identified foe years 1918, 1940, 1942, 1943, 1975 and
1977. These dummies were included in the GUM in section 6 eletton was undertaken at a looser
significance level (1%3. We also applied the indicator saturation to a GUM for nomimagies. Fewer
indicators are retained for real wages compared to nomitaindicators were retained fdxw,), sug-
gesting that wages may co-break with prices (see Hendry asiviann, 2007), which matches the data
in fig. la, where the slope of nominal wages changes frequemtlr the sample period. The results
suggest that there are some non-constancies, but the nofbdicators retained is not large given the
sample period.

4.3 Collinearity

Macroeconomic time series are generally both highly autetated and intercorrelated. The former
often reflects non-stationarity, which when it takes therfaf unit-root, or integrated, processes, also
induces the latter. Such a ‘problem’ is easily resolved bptegration analysis and differencing. The
presence of collinearity due to intercorrelation is panigeimeconomics, and is often thought to favor
parsimonious explanations. However, the bias-inducingaich of omitting relevant variables is largest
when they are highly collinear with retained variables, wlas there is no impact of collinearity on

rejection frequencies under the null. Worse still, omgtim relevant variable that experienced a shift
in its data moments (as most have done) will induce non-eohgiarameters in the resulting model.
Clements and Hendry (2005) show that one cannot avoid theegoences for forecasting by omitting a
highly collinear relevant variable that experiences atiocashift. Thus, the important issue is one of low
power, due to the non-centrality of the distribution of sevaint variable’s coefficient being attenuated
by collinearity. Over long sample periods with massive dat@ation and many structural breaks, such
as that here, then collinearity does not seem to be the midicutty confronting a cliometrician.

4.4 Non-linearity

Phillips identified the presence of non-linearities in thage equation by modeling the change in the
nominal wage rate as a function of the inverse of the unempdoy rate. Our non-linear modeling
framework comprises a test of functional form to first estdiivhether a reduction to linearity is viable,
then non-linear modeling only if such a procedure is reqlike discuss these two steps in turn.

4.4.1 Testing for non-linearity

Given the large number of potential explanatory variables e collinearity between these, a useful
test of non-linearity must handle high-dimensional pargizegions with highly collinear data. Castle
and Hendry (2006) use a weighted function of all the regmsssp to cubic, with weights given by the

“Some dummies were combined to form indexes (1975 and 19& jpawmbined dummy for the Second World War
augmented the two dummies found by indicator saturatiodZ¥hd 1943) with two further dummies of opposite sign (1944
and 1945).
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eigenvectors of the data variance-covariance matrix. Béfia matrix of regressors &8 = (x1 ...x7),
compute the eigenvectol and eigenvalued of 7-'X’'X, and let:

7, = A~1/? [(H'xt) - m] . 2

We include both current and lagged variablesXslas dimension 20, but exclude any linear combination
where\; < 0.0001 (contemporaneous inflatioAp, is excluded from these regressors). Then (before
including indicators) the GUM can be written as:

yr = Po + B1xt + Box—1 + B5ve + Bywy + wy (3

wherev; = {zft} andw; = {zf’t} The non-linearity test is of the significance®f = 3, = 0in (3).

For fixed regressorsg;, the test is an exaét-test with2n degrees of freedom fot elements irg;, so is
correctly sized under the null, and has power against dagasrfrom linearity due to general quadratic
or cubic effects (which can map to a smooth transition modil asymmetry and skewness: see Castle
and Hendry, 2005). This test is a low-dimensional alteweatd the test in White (1980), applicable for
cubics and whem(n + 1)/2 > T. This non-linear test is applied to the change in both nohand
real wages, where the linear regressors inciyde U2 ,, U,.+—i, Apcli—i, A (y — 1),_;, A (ule — p),_;,
Atuy iy A(b—p),_;, Areply_;, fori = 0,1 andAp,_; for j = 1. Two specifications are considered,
namely inclusion ofv; andw;, and just inclusion ofw;, as cubic functions preserve the signs of, but
give more weight to, large deviations from equilibrium lisvésee Hendry, 1984).

The results for the period 1872—-2004 are reported in taSleFaze linear combinations of th&
matrix are excluded a%; < 0.0001. Hence, there are 15 degrees of freedom for the cubic tesB@nd
for the quadratic and cubic test. There is evidence of nugglity in the real-wage equation, and that
conclusion is robust to both quadratics and cubics, bukttseno evidence of non-linearity in nominal
wages. This suggests a functional form where non-linearitgrs the wage equation through the coef-
ficient of inflation. We anticipate an ogive form (e.g., LSTARith hysteresis: once the coefficient has
increased, which can occur suddenly, it takes time to falkpgiving weight to the credibility arguments
currently in vogue with the UK Monetary Policy Committee.

Variable Test F-test

A(w—p) 222} F(30,82) = 2.259*
Aw—p) =z F(15,97) = 2.269**
Aw z2,z; F(30,82) = 1.494
Aw z} F(15,97) = 1.537

Table 2 Non-linearity test results.

5 Replicating earlier studies

Two major historical UK studies are those by Phillips (19t8)the period prior to World War I, and by
Sargan (1964) for the immediate post World War Il era. We §iestk to replicate these.

®Data on union power is only available from 1870 onwards.
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5.1 Replicating the Phillips curve

A number of authors have replicated the original Phillipsreuboth using his group-averaged data and
the original annual observations: see Thomas (1984) andi[PE%75). Our own data set was updated to
extend the sample back to 1860 to match Phillips (1958) gusie hourly wage rates printed in Phelps-
Brown and Hopkins (1950). We also used average weekly wagénga, consistent with the analysis in
section 6 and reported in fig. 5; both series yielded verylamnéplications of the Phillips curve.

Two calculations of wage growth Original Phillips Fig 1: 1860-1913

0.3 0.03-,
0.2~ [
i 0.02-
0.1+ iz |
L q L
0.0 /‘v/\w"v Ma/ 0.01- .
-0.1-
i 0.0 5
-0.2- i .

L T T T T S N A I |
0.02 0.03 0.04 0.05 0.06 0.07 0.08
Phillips 1945-2004 witlAw

0.050 B A
=
< B 2
0.025
0.000: a
[ ° o o 00 7A
L e ey e S S S AR SRS RR
0.02 0.04 0.06 0.08 0.10 0.000 0.025 0.050 0.075 0.100

Figure 5 Growth rate of wages, Phillips curve replication, and R¥slcurves using\w.

There are two methods for calculating growth in the wage rHbe first is based on Phillips’ defini-
tion, given by:
0.5 (Wt;/— Wi_1) @)
t
and we compare this with the standard practice of takingiffereince of the logs. Figure 5a records the
two growth rates. There is a difference in timing at the peaid troughs, but the correlation between
the two series is 0.90.

Awy =

We then replicate figure 1 in Phillips’ original paper (pahglwhere the fitted curve is based on the

U, Aw
0-2 0.0160 0.0283
2-3 0.0238 0.0106
3-4 0.0333 0.0126
4-5 0.0455 0.0080
5-7 0.0589 -0.0017
7-11 0.0816 -0.0007

Table 3 Phillips curve replication.
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group averages, denotédo andU,., reported in table 3. Panel ¢ shows the original data ovesaheple
and a spline-based fit usingw. Panel d shows the equivalent plot over 1945-2004, with oheptetely
different picture of the well-known ‘breakdown’ of the Ripk curve.

Using modern methods and more extensive data, we improvitie aVer Phillips’ pioneering results
as follows i is the whole sample mean G — p) — (y — [) of —1.85) for the samplé” = 1863—1913:

Aw, = 0277 U + 038 Ap— 0.055 (w—p),_y —(y—1), — 7))
(.04) (0.06) (0.033)

— 0.154 (R, — Ap—Ay), 4
(0.035)

RZ = 086" 6=077% SC=—7.4 V=0.18 J=2.71"" Freeet(1,46) = 1.88
Xoa(2) = 5.43 Fu(1-2)(2,45) =251 Faen(1—1)(1,45) = 0.32 Fpee(8,38) = 0.23 (5)

In (5), R? is the squared multiple correlatioh genotes including a constané),is the residual standard
deviation, coefficient standard errors are shown in passa)/ andJ are the variance-change and joint
parameter-constancy tests from Hansen (1992),S0& the Schwarz criterion (see Schwarz, 1978).
The diagnostic tests are of the foiifj(k, T — I) which denotes an approximafetest against the alter-
native hypothesig for: k"-order serial correlationF(,: see Godfrey, 1978)!"-order autoregressive
conditional heteroskedasticit¥ {.,: see Engle, 1982), heteroskedasticiy(: see White, 1980); the
RESET testR,..:: Se€ Ramsey, 1969); parameter constafgy(,: see Chow, 1960) ovér” periods;
and a chi-square test for normality?,(2): see Doornik and Hansen, 1994). Finallyand** denote
significant at 5% and 1% respectively.

Thus, there is a strong inverse relationship to unemployrasPhillips found, small impacts from
price inflation and the equilibrium correction of real wagesnarginal product (denoted EQCM below),
and a strong negative effect from the main determinadfof

5.2 Replicating Sargan (1964)

We could replicate the quarterly wage equation in Sargaé4)L§uite closely using annual data o,
over the nearest sample equivalent of 1946—65 (see Her@d@, foraverage earnings®

Aw, = 064 Ap,+ 068 — 037 (w—p), .+ 0.009 t— 4.01 Uy,
(0.13) (0.26) (0.14) (0.003) (0.82)

R = 0.80 6 =1.01% SC=—8.7 Fchow(1064:1)(2,13) = 3.0
Xoa(2) = 0.30 Fa(1-4)(4,11) = 0.36 Fach(1—4)(4,12) = 0.34 T = 1946-1965 (6)
The major difference between using earnings rather thas mithat’, , is significant. Sargan lacked

good data on productivity, so used a linear determiniséindras a proxy as in (6), but we have data on
output per person employed, and using that instead yields:

Aw, = 052 Ap+ 012 — 044 (w—p—y+1—71),,— 3.31 Uy,
(0.12) (0.015) (0.12) (0.78)

5Recent revisions to the GDP deflator have resulted in a mbgisges over the entire post-WWII period due to methodolog-
ical changes. Replicating the Sargan model with this datdsl¢o the same specification with almost identical coefftsiéut
two dummies are required to account for outliers.
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R = 0.79 6 =1.03% SC=—8.8 Fchow(1956:1)(10,6) = 0.44
Xad(2) = 0.96 Fh1_4)(4,12) = 0.02 Fych(1-4)(4,12) = 0.70 x7pe (6) = 2.8 (7)

wherej: is again the whole sample mean (quite close to the subsangde of—1.9). One also needs
to take deviations from the mean of 5% for., for the intercept to be interpretable, in which case it
vanishes, consistent with the absence of any ‘autonomoagéwnflation. There is a slight deterioration
in fit, but lettingU,.,,,; = U,.; — 0.05 delivers the simplified model:

Aw, = 058 Apy— 048 (w—p—y+1—7), — 1.95 Uppy
(0.12) (0.12) (0.24)

R® = 0.74 3=1.09% SC = —8.7 Fchow(19s6:1)(10,7) = 0.53
Xoq(2) = 0.04 Fu(1-4)(4,13) = 0.13 Foch1-4)(4,12) = 2.35 Fpe(6,13) =1.08  (8)

The long-run steady-state constant-inflation solutior# tleviations of the wage share from its mean
vary negatively with deviations of the unemployment ratarfrits mean of 5%. In the short run, real
wages fall with inflation and unemployment, but are rapidiyrected by the wage share, which embodies
the neo-classical proposition that the real wage equalsnidrginal product. However, instrumenting
Ap; by Ap;_1, Aw_1 and the constant yields a coefficient slightly larger thaityuso a real-wage
reformulation is not precluded. Simultaneity would havduced an upward biased estimate for the
coefficient of Ap; in (8), so a ‘measurement error’ explanation is more pldesgossibly thatAp, is a
mis-measured proxy for expected inflation.

The findings from these equations are surprisingly corgisteough inconsistent with the direct
replication of Phillips’s work in fig. 5: although Phillipoé@ind no role for either price inflation or the
EqCM from the wage share, we do here, making the relationséipveen the approaches that much
closer. Indeed, simply enforcing the specification in (3)the post-war period yieldd{=1946—-1965):

Aw, = 070 App— 044 (w—p),_y —(y—1),—A)+ 081 U}
(0.13) (0.087) (0.069)

RZ = 081 6=095% SC=-9.0 V=10.09 J=0.72 Freee(1,16) = 0.09
X24(2) = 109 Faq 2)(2,15) = 0.01 Farena_1y(1,15) = 0.22 Fyer(6,10) = 0.26  (9)

The salient features of the specification in (8) reappea®)nwhich also shares two significant effects
with (5), albeit with different coefficients, the remainimgo variables being insignificant. There is a
larger coefficient on price inflation, which may reflect thaspreal-wage losses are also more important
than in (5), but the stark difference from the model behindSig muted. Interestingly, despite the much
lower and less volatile unemployment rate in the post-weomstruction era, the non-linear fortﬁ,ft1

in (9) leads to a better fitting model th&f ; in (8).

6 Model of UK wage inflation 1860—-2004

In keeping with the general-to-simple modeling philosoplglined in section 4.1, the initial model of
A (w — p), included the variabled\pcl;_;, Arepl;_;, and(fna x Ap), , fori = 0,1; Uy 4—;j, Ut

rit—j
andA (y —1),_; for j = 0,1,2; as well as(ulc — p — 1) U, andA (w —p),_,. for k = 1,2,

t—j
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where, as discussed following (11):

-1

n=-——————. 10
1 + 1000Ap? (10)

Four dummies were included based on the results of the imgalsiration applied in section 4.2, namely
indicator variables for 1918, 1940, a combined dummy for5l8id 1977 (first oil crisis and incomes
policies), and a dummy for the shift during the Second Worktbf 3% up in 1942 and 43, followed by
equal magnitude falls in 1944 and 45 (dendddV2. An intercept was also included. The unrestricted
model yieldeds = 1.20% for 25 variables §C = —8.15, and there were no significant mis-specification
tests: without indicatorg = 1.84%). The resulting specific model was selected using the Pa®atser-
vative strategy, which delivers an overall significanceelef approximately 1%. Including differences
of the unemployment rate would result in perfect collingabut the final model suggested tltat, and

U, +—2 cancelled each other out: the restriction was acceptechagpoised. Selection was then undertaken
using the twice lagged differenée.

The resulting wage model is reported in equation (11), arehisipdated version of that used in
Hendry (2001), with a longer sample both before and after rsearch. Automatic model selection
provided an important check on the previous model spedificaiind furthermore, the extended sample
enabledex anteforecasts to be computed given the same model specificati@ ¥ chow (14, 105) test is
for the 14 years from 1991 on, data not available in that eestudy.

A(w—p), = 076 fnax Ap, + 0.010 + 039 A(y—1),+ 0.13 A(y—1),_,
(0.13) (0.002) (0.05) (0.05)

— 0.08 (Uc—p—T11), o — 0.14 AU, 1+ 0.027 11918,

(0.01) (0.04) (0.013)
+ 0.14 11940, — 0.05 17577; + 0.03 IWW2 (12)
(0.013) (0.009) (0.006)

R2 = 0.75 6 =1.24% SC = —8.51
xX24(2) = 3.0 F4(2,130) = 0.18 Faren(1,130) = 0.40 Freser(1,104) = 0.01
Fhet(15,116) = 0.66 Fcpow(14,105) = 0.56 T = 1863-2004

The non-linear mapping in (10) is shown in fig. (6). Thus, asepflation rises, workers become
more attentive, and act to prevent the further erosion af tteal wages. There is a slow long-run
feedback to real unit labor costs, and rather rapid incatpmn of productivity increases into real wage
increases, dampened by increases in unemployment. The md|®rs are all significant. The one
counter-intuitive effect is the small but highly signifi¢antercept of about 1% pa ‘autonomous real
wage growth’, possibly reflecting unmodeled factors likduetions in hours worked. The fit @f24% is
only slightly worse than (8), but less close than for (5):rdtxe whole sample, the level of unemployment
(and its inverse) were insignificant. Contemporaneous aggdd levels of unemployment and its inverse
were included in the GUM, but the reduction procedure fouraht to be insignificant over the sample

" Atu, is excluded as its sample only commences in 1870. Some iesiahly have 1 lag due to sample restrictions, and
some contemporaneous values are excluded to avoid siraifjtam perfect collinearity.

8Undertaking selection using Autometrics at 1% results inmalar model to equation (11), but the level of unemployment
is retained rather than the difference, and a restrictiompmse the difference is rejected; the excess demand fonpiogment
variable is also retained.
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period as restrictions testing for differences were aleated. None of the model mis-specification tests
is significant.

0.0~ . e

-0.1- . *

fna

o e e e e L
-0.15 -0.10 -0.05 0.00 0.05 0.10 0.15 0.20 0.25

Figure 6 Non-linear price coefficient.

Figure (7) shows the whole-sample outcomes, fit, residtia¢s; density, and the subsample fore-
casts. The fitis closest pre-1945 and post the oil crisidy aviteterioration in the 1950s and 60s, although
not sufficiently so to induce heteroscedasticity. The 14sioie sample’ 1-step forecasts (i.e., using pre-
1990 estimates) are remarkably good given that they aneth&d hatcher labor-market reforms, and the
1992 exit from the ERM: despite that large devaluation, anéxgectation of higher inflation therefrom
that did not ensue, the model does not overpredict.

Finally, fig. 8 shows the resulting recursive estimates astst There is evidence of some variation
in the estimated parameters beyond pure sampling effddisugh the infrequency of 1-step constancy
rejections is consistent with not rejecting the null ovier@onversely, extending the ‘Phillips model’ in
(5) leads too = 2.0%, even with all the dummies added, and a coefficient\gn of unity, so reveals
dramatic non-constancy.

7 Conclusions

The breakdown of the original Phillips curve sparked a sal@mpirical literature on the determinants
of wage inflation, of which Sargan (1964) was a seminal pa@é@ren the performance of these alter-
native model specifications on different sub-samples dverpist 140 years, the question of whether
the models can be reconciled is naturally raised. The hugagds that inevitably occur over such a
long time period, such as technological innovation, ledgig¢ changes, social reforms, wars and policy
regime shifts, signify the inherent difficulties in speaifia constant parameter model over the entire 140
years. However, advances in econometric technigues,dimguhe developments in automatic general-
to-specific model selection, the use of indicator satunaiioidentify shifts, and testing for non-linearity
in large dimensional, collinear systems, all combine to/gi® a potential methodology for the analysis
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of such a problem. The model of real wage inflation is able a® much of the movement in wages
over almost a century and a half, both pre World War | and pastidVar 11 and still provide good 1-
step forecasts of real wage inflation over the past 14 yearsoliie, the modeling procedure facilitates
tests for many extant theories of wage inflation within a gahenodel. Exclusion of variables such as
the replacement ratio and level of unemployment from thd fimadel suggests that these variables do
not play a major role in the wage inflation process in the UKobson, Vredin and Warne (1998) also
find little evidence of a relation between real wages and ymh@yment in post-war Sweden.

Wages are part of an interacting system, some of which has imeelelled previously, but all of
which has to be understood before policy questions can leessiully addressed. While the results of
empirical research always remain tentative, we hope to tlaesvn some light on the behavior of real
wages over the last 144 years.



8 Appendix: Data definitions

Yy
Py

ULC,
TU,

capy

A.I‘t
A2l’t

real GDP£million, 1985 prices
implicit deflator of GDP, (1985=1)
nominal broad monegmillion

three-month treasury bill rate, fraction p.a.

long term bond interest rate, fraction p.a.
opportunity-cost of money measure
nominal National DebtEmillion
unemployment

working population

U, /Wpop (unemployment rate, fraction)
employment (Wpop — Uy)

gross capital stock

average weekly wage earnings

nominal wage rates

normal hours (from 1920)

unit labour costy = LW, ;/Y})

trade union membership (from 1870)
trade union powef= 1000 x T'U;/W popy)
unemployment benefits

replacement ratid= (b — p), / (w — p),_;)
national insurance contributions

world prices, (1985=1)

annual-average effective exchange rate
cost of living index

deflator of net national income, (base 1985)

consumer price index, (1985=1)
commodity price index, $

Uyt — 0.05 — 0.85 (R s — Ap; — Ayy)
yr — by — capy

2.62 + 0.006t 4 0.36 (k; — wpop;) 1860 — 1945
1.69 + 0.015¢ + 0.36 (k; — wpopy) 1946 — 1974
1.98 + 0.013t + 0.36 (k; — wpop,) 1975 — 2005

(xy — x4—1) for any variabler;
A.Tt - A.thl
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[6], p.836, [9]a (1993)
[6], p.836, [9]a (1993)
[11, 2]
[11, 2]
[11, 2]
3]
[8]
[7], [9]c (1993)
[7], [9]c (1993)

(4], [39]
[6], p.864, [9]c (1972,1979,1988,1992
[17], [18], [19]
(5], [12], [18]
[6], p.148, [9]

[6], p.137, [15], TabR0G[16]
[13], [14], [12]

[12]
(11, (2], [20]
(11, (2], [20]
[6],p.719,p.737,p.738, [17], [18].0R
(11, 2]
[41, [3]
[11]

Sources: [1] Friedman and Schwartz (1982); [2] Attfield, [eynand Duck (1995); [3] Ericssoet al.
(1998); [4] Shadman-Mehta (1995) (who cites Sleeman (1@81t) Thomas (1984) as sources); [5]
Phillips (1958); [6] Mitchell (1988); [7] Feinstein (19728] Bank of England; [9] Bean (taken from (a)
Economic Trends Annual Supplemeiitd Annual Abstract of Statisticg¢c) Department of Employment
Gazetteand (d)National Income and Expendityras well as other sources cited here); [10] Cameron
and Muellbauer; [11] UN Statistical Yearbook; [12] Officer fdational Statistics, Blue Book; [13]
Board of Trade (1860-1908); [14] SS Stats; [15] Annual Adstiof Statistics; [16] Office for National
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Statistics, Labour Market Trends; [17] Crafts and Mills 949, [18] Feinstein (1990); [19] Office for
National Statistics, Labour Force Survey; [20] Office fortiNaal Statistics, Economic Trends Annual
Supplement.

Notes:
Hendry and Ericsson (1991) and Hendry (2001) provide detaliscussions about most of these series.
Average weekly wages: a measure of full-time weekly eamsifog all blue collar workers, where the
coverage has been extended to include more occupationsllang for factors such as changes in the
composition of the manual labour force by age, sex, and skill the effect of variations in remuneration
under piece rates and other systems of payments, but natedljfor time lost through part-time work,
short-time, unemployment etc. A reduction in standard siewrked that was offset by a rise in hourly
wage rates would not be reflected in the index. From 1855-1i8&0data are from Feinstein (1990), but
not revised to increase coverage. Prior to that, the data& ¢mm a number of sources on average wage
rates for blue collar workers.
Nominal wage rates: hourly wage rates prior to 1946, therklyegage rates afterwards, so the latter
were standardized by dividing by normal hours. The trend dditdecline of hours is about 0.5% p.a.
(based on a drop from 56 to 40 between 1913 and 1990, with aticadd increase in paid holidays),
so unit labour costs were adjusted accordingly, and spliceth average earnings index for the whole
economy including bonuses [ONS: LNMM] from 1991 and rebase2000=1.
Benefits: amount expended for poor relief in unionized ities'number of paupers (from [13]) to
1908 (data for England and Scotland). Interwar and post-W&&fa on value of benefits from [14],
Table 34.01 (1989), Table A2.36 (1992) and [12] total goxegnt benefit expenditure/population. Data
spliced over 1909-1919 and 1939-1945.
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