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Abstract
Survivorship is known to push the performance of mutual funds

(both public and private) and their money managers upwards. One
possible solution is to impose parametric assumptions. However, many
�nancial data have unknown and possibly heteroscedastic and lep-
tokurtic distribution which severely a¤ects the robustness of the re-
sults using traditional parametric models.We propose an estimator
of the truncated regression model which is an extension of the well
known Hodges and Lehmann (1963) type generalized di¤erence esti-
mator based on an extension of the linear rank statistic. Rank based
inference methods has been proposed as early as Adichie (1967) and
has been studied by several other authors thereafter. This has also
been used to �nd out the treatment e¤ect in �xed e¤ect models, and
then by Honore and Powell (1994) to propose their pairwise di¤er-
ence estimators which is a sequence of minimizers of second order
U-processes. We extend their result into a Hodges and Lehmann type
estimator in multivariate location as studied by Choudhuri (1992) to a
linear regression framework where one or more of the variables might
be truncated at variable but observable points. We apply our results
to evaluate the performance of funds and managers using Morningstar
Principia and other databases.
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#05036, Singapore 178903. Phone: +65 6828-0863. Email: aurobindo@smu.edu.sg. This
is a very preliminary and incomplete version of work in progress. Please do not quote
without author�s permission. Comments are welcome.
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1 Introduction

A substantial body of work on rank tests and rank estimates, more popularly
known as R-estimates, are mainly aimed at reducing the in�uence of gross
errors in the estimation of the standard multivariate regression model. These
estimates designed to be robust against distributions with fatter tails than
normal (leptokurtic) are often of the form

Y = [ 1 X ]

�
�
�

�
+ e; (1)

where Y is a N � 1 vector, 1 is a N � 1 vector of 1�s, X is a N � p matrix
of known regression constants, � is the scalar intercept parameter, � is a
p � 1 vector of unknown regression coe¢ cients and e is a N � 1 vector of
iid errors with the distribution F 2 
0, which is the class of all distributions
with median 0. In a rank based inference procedure the intercept term is
not identi�able, hence in order to make the columns of X orthogonal to the
intercept term, we consider it in the deviation form

Y = [ 1 Xc ]

�
��

�

�
+ e (2)

where Xc = X� 1 (x1; x2; x3; :::; xp) ; �� = � + �x0� and �x0 = (�x1; �x2; :::; �xp) ;
in particular we have the subspaces spanned by Xc and 1 are orthogonal.
We are only going to concentrate on the estimate of the regression slope
coe¢ cient �:
The main motivation for this paper is the regularity in empirical �nance

about performance evaluation of money (or fund) managers that su¤ers from
a problem of survivorship bias as we only observe the survivors. This trun-
cation (not censoring) is also complicated by di¤erent levels or benchmarks
associated with di¤erent types of money managers, for example, the so-called
growth and value or other style or industry based fund managers. Without
going into the various classi�cation of styles the fact of the matter is that
these managers su¤er from unobserved heterogeneity in their performance
due to their ability ("hot hands") and it has been quite a challenging task
to separate out ability from noise. So we can see the need for an estimate of
their performance given that the signal of ability to noise ratio is more than
su¢ ciently high. Truncation of this form causes a problem of missingness
which is neither missing completely at random(MCAR) nor missing at ran-
dom (MAR), so traditional missing data techniques like imputation using the
E-M algorithm might not work. However, that is a possible future direction
of research which we are not going to pursue here.
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In this paper we are going to explore some of the existing literature in rank
based estimates of the coe¢ cients in a multiple regression model and obtain
estimators by minimizing a criteria function better known as a class of min-
imum distance estimators. We are then going to look at a class of truncated
regression estimator based on pairwise di¤erences and �nally a multivariate
extension of the famous Hodges-Lehmann estimator of location and its e¢ -
cient Bahadur-type representation. We propose an estimator which promises
to be an extension of the types of estimators discussed earlier, and that re-
duces to the multivariate mth order Hodges-Lehmann location estimator as
discussed by Chaudhuri (1992). Finally, we are going to look at some moti-
vation for exploring these types of estimators with some empirical examples
using Morningstar Principia database before drawing our conclusions and
suggested directions of future research.

2 Background and Motivation

2.1 Estimators based on Minimizing Dispersion of Er-
rors

Let us consider an even function D : RN ! R+ which is invariant to transla-
tion, this can possibly be used as a measure of dispersion of the residuals and
can be minimized to produce an estimate of the regression slope coe¢ cients
� based on ranks. This will be an extension of the Hodges and Lehmann
(1963) location estimator equivalent in the linear regression setting.
Consider a non-decreasing sequence of score functions a1 � a2 � ::: � aN

which are non-constant with the added assumption of symmetry in the sense
ak+aN�k+1 = 0, so that we have

Pn
i=1 ak = 0. Then we can de�ne a measure

of dispersion of Z0= (Z1; Z2; :::; ZN) by

D(Z) =

NX
i=1

a[R(Zi)]Zi (3)

where R(Zi) is the rank of Zi among Z1; Z2; Z3; :::; ZN . It is useful to note
that this measure of dispersion is not so severely a¤ected by gross errors like
the L2 counterpart variance, as it is a piecewise linear function of Z; which
will be explored in more details later in this exposition.
A rank estimate (R-estimate) of � is given by
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�̂ = argmin
�2Rp

D(Y �X�) (4)

= argmin
�2Rp

NX
i=1

a[R(Yi � x0i�)](Yi � x0i�)

where X0= (x1;x2;x3; :::;xN). It can be shown that D(Y �X�) is a valid
measure of dispersion being a non-negative,continuous and convex function
of � (Jaeckel, 1972). He also claims that if the design matrix Xc is of full
rank, then D(:) attains a minimum, and this occurs for a bounded set of �.
Also the structure of D suggests that there exists a partition of the space
of � such that D is a linear function in each of those polygonal segments,
and hence, D (:) is really a piecewise linear function of the errors. Also the
partial derivative of D exists almost everywhere as

@

@�j
D (Y �X�) = �

NX
i=1

a [R (Yi � x0i�)] (xij � �xj) [= �Sj (Y �X�)] (5)

for j = 1; :::; p. Hence we see that a function of the regression rank statistic
is given by the partial derivative of the proposed measure of dispersion and
we can solve an equivalent set of normal equations by simply solving the �rst
order conditions given by

S (Y �X�) _=0 (6)

which is the negative of the gradient of the measure of dispersion D (:) : This
also suggests that this is an extension of the Hodges and Lehmann location
estimator in the linear model framework as we have ES (Y �X�) = 0, for
the true parameter �. For example, if we consider the Wilcoxon scores, we
have a (i) = �

�
i

N+1

�
, where � (u) =

p
12
�
u� 1

2

�
, this is normalized and

standardized Wilcoxon scores with mean 0 and variance 1.
Let us now focus on the limiting distribution of the rank estimate we ob-

tained by solving the optimization problem or solving the �rst order condi-
tion. Now, we work backwards from the linear approximation of the negative
of the gradient, �OD (Y �X�) = S (Y �X�) to get a quadratic approxi-
mation of the measure of dispersion D (Y �X�). Our plan here is to �nd
out

~� =argmin
�2Rp

D(Y �X�): (7)
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In can be shown that
p
n
�
~� � �0

�
converges to a limiting normal distribu-

tion and hence, it can be shown that �̂ has the same asymptotic distribution
as ~�.
We start with the following linearity for a vector of rank statistics S(Y �X�),

using the Wilcoxon scores where �0 is the true parameter of interest.

1p
N
S (Y �X�) = 1p

N
S (Y �X�)�

p
12

Z
f 2 (x) dx

1

N
X0
cXcN

1=2 (� � �0)

+ op (1) ; (8)

however, this can be generalized to more general scores namely
R 1
0
� (u)�f (u) du

as was done by Juréckova(1971) where
R 1
0
� (u) du = 0 and

R 1
0
�2 (u) du = 1

or � (u) is a score generating function and �f (u) =
f 0(F�1(u))
f(F�1(u)) . Then we have

some results under the following assumptions.

2.1.1 Assumptions

1. � (u) =
p
12
�
u� 1

2

�
; a (i) =

p
12
�

i
N+1

� 1
2

�
:

2.
�
1 X

�
has full column rank, p+ 1.

3. N�1 � 1 X
�0 �

1 X
�
converges to a p.d. matrix. Hence,N�1X0

cXc !
� is a positive de�nite matrix.

4. F 2 
0 and f(:) has �nite Fisher Information,this implies
R1
�1 f

2 (x) dx <
1:

Under these assumptions we have the linearity result earlier hold, i.e.,

1p
N
S (Y �X�) = 1p

N
S (Y �X�0)�

p
12

Z
f 2 (x) dx

1

N
X0
cXcN

1
2 (9)

� (� � �0) + op (1)

this provides a linear approximation to 5D (Y �X�), this in turn provides
a quadratic approximation to the measure of dispersion D (Y �X�), by

Q (Y �X�) = D (Y �X�)� (� � �0)
0 S (Y �X�)+ (10)

1

2

p
12

Z
f 2 (x) dxN (� � �0)

0� (� � �0)

this function of �; Q (Y �X�) coincides with D (Y �X�) when � = �0.
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Theorem 1 For any B > 0 and " > 0; under the given assumptions we have
,

P

(
supp

N jj���0jj�B
jQ (Y �X�)�D (Y �X�)j � "

)
�! 0

Proof. A more general version of the proof for general score functions is
given in Jaeckel (1972).

Theorem 2 Consider now the ~� de�ned in the following sense

~� = �0 +
1p

12
R
f 2 (x) dx

��1 1

N
S (Y �X�0)

Let �̂ be any point that minimizes D (Y �X�), then if �0is the true para-
meter ,under the assumptions given

p
N
�
~� � �o

�
! Z �MVN

 
0;

1

12
�R

f2 (x) dx
���1!

Proof. A more general version of the proof for general score functions is
given in Jaeckel(1972).
Jaeckel(1972) proved that the set of minimizers of D (Y �X�), say, BN

is bounded. Now we can also say that BN , is closed as a continuous function
D(:) is a constant in BN .He also showed that for moderate data sets the
cardinality of a set like BN is quite small.
An extension of this would be to obtain generalized variance of a multi-

variate estimator as the determinant of its variance-covariance matrix (see
for example, Wilks). The ARE of two asymptotically MVN estimators is the
1
p

th root of the ratio of their generalized variance, we can obtain the ARE of

the rank estimator �̂ relative to the least squares estimator �� is

e
�
�̂; �

��
=

8>><>>:
j�2��1j���� 1

12(
R
f2(x)dx)

2��1
����
9>>=>>;

1
p

= 12�2
�Z

f 2 (x) dx

�2
(11)

which is the same as the Wilcoxon method compared with least squares.
Computationally, it is pretty challenging to compute these estimators

mainly because of lack of smoothness. However since D(:) is still a convex
surface we can �nd out the minimum, using a method like the steepest descent
or other interior point methods. We can think about a consistent one step
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R-estimator form the linear approximation. If we use a consistent estimator
of

� =
1p

12
R
f 2 (x) dx

(= say; �̂) (12)

we can de�ne the estimator in the following iterative sequence

�̂1 = �̂0 + �̂ (X0
cXc)

�1
S
�
Y �X�̂0

�
(13)

For the one sample case,we can assume that the underlying distribution
F 2 
s, then � can be consistently estimated using the width of the Wilcoxon
con�dence intervals. The main problem in the above estimation is to consis-
tently estimate �̂ ,which in turn boils down to estimating  =

R
f 2 (x) dx =R

f (x) dF (x) ;we can use a kernel density estimator. So as is usual the
biggest challenge comes from the bandwidth selection once we know what
kernel w (:)to select. It can be shown that a consistent estimator of  is
given by

� =
1

NK
+

1

N (N � 1)hN

X
i6=

X
j

w

�
Yi � Yj
hN

�
(14)

where K is a constant and hN is the optimal bandwidth which is of the order
o
�
n�1=2

�
While Jaeckel (1972) and related papers like Adichie (1967), Juréckova

(1971) proposed a more general framework for working with rank based esti-
mators, this can also be related to a more speci�c problem like one of looking
at a limited dependent variable models like truncated regression model as a
special case. However in case there is no problem of truncation or censoring
the dependent variable method like this would naturally lead to an exten-
sion of the Hodges-Lehmann type estimators based on the ranks of pairwise
di¤erences or averages. A natural direction to look at now to �nd some jus-
ti�cation in looking at estimators based on minimizing di¤erent measures of
distance or dispersion.

2.2 Minimum Distance Estimation

If we have a symmetric (wlog around 0) error distribution and assume that
(X0X)�1 exists for all n � p. Consider the following functionV : R1�Rp 7�!
Rp, de�ned as (we remove the subscript c from X, although it is understood)

V (y; t) = A
X
i

xi fI (Yi � x0it �y)� I (�Yi + x0it <y)g ; (15)

where A = (X0X)�
1
2and I (E) is an indicator of event E:
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Consider now a measure of distance or dispersion given by

M (t) :=

Z
V0 (y; t)V (y; t) dH (y) (16)

where H (y) is a non-decreasing right continuous function. We can imme-
diately see that given the symmetry of " around 0, EV (y; �) = 0: Hence,
we can de�ne a class of the so called Minimum Distance estimators �+ for
di¤erent H (:) by the minimizing M (t). It is worthwhile to note that, in
V (y; t) ;

E fI (Yi � x0it �y)� I (�Yi + x0it <y)g = F (y)� 1� F (�y) (17)

vanishes if the error terms "i have a symmetric distribution function F (:).
This also appeared before while estimating the coe¢ cients in the minimum
dispersion type estimates Jaeckel (1972).
If the symmetry assumption is not given for " we do not get the moment

condition right away as in the previous case. However, if
n�
X� �X

�0 �
X� �X

�o�1
exists when n � p and given �x0 := (�x1; :::; �xp) and

U (y; t) := A1

X
i

(xi � �x) I (Yi � y + x0it) ;

where A1 =
n�
X� �X

�0 �
X� �X

�o� 1
2
then E (U (y; �)) = 0 given that the

errors are identically distributed. We can also see that if

Q (t) :=

Z 1

�1
U0 (y; t)U (y; t) dy (18)

then we can de�ne an estimator of �, say �̂ which minimizes Q (t). It is
worthwhile to note that this is an extension of the Hodges and Lehmann
(1963) estimator for H (y) � y.
If we compare the moment conditions for the minimization of the rank

estimator procedure and the minimum distance estimator, we can interpret
I (Yi � y + x0it) is being used as a generalized score as it satis�es the criterion
that it is nondecreasing in argument y; also if you consider the symmetric
error case then we also have them to be �symmetric�around 0:
Now it is easy to see that the estimators obtained by minimizing the

distance measures are translation invariant. Also it can be shown by simple
algebraic manipulation that for the case of symmetric iid errors we have the

8



problem reduced to

�+ =
1

2
argmin
t2Rp

pX
k=1

X
i

X
j

dikdjk

8<:
2
��H (Yi � x0it)�H

�
�Yj + x0jt

���
�
��H (�Yi + x0it)�H

�
�Yj + x0jt

���
�
��H (Yi � x0it)�H

�
Yj � x0jt

���
9=;
(19)

where A =
�
a(1); a(2); :::; a(p)

�
; dik = x0ia(k) and we have used the fact that

2max (a; b) � a+ b+ ja� bj for real a; b: Also we have

�+ = argmin
t2Rp

pX
k=1

X
i

X
j

dikdjk

� ��H (Yi � x0it)�H
�
�Yj + x0jt

������H (Yi � x0it)�H
�
�Yj + x0jt

��� �
(20)

where we have an added assumption on the structure on H (:) namely,

jH (a)�H (b)j = jH (�a)�H (�b)j 8a; b 2 R: (21)

Further if we have H (:) is smooth enough,we can obtain �+ solves _M (t) =
0.If we consider p = 1; xi1 = 1; H (y) � y we get the famous Hodges and
Lehmann(1963) one sample estimator for location which is the median of
Walsh averages. Also in a multi-sample setup with di¤erent sample sizes we
obtain a vector of H-L estimator for the group.
In case of the second case where we only assumed that the errors " are

identically distributed,using
P

i (xi � �x) = 0 we have

Q (t) = �1
2

pX
k=1

X
i

X
j

dikdjk
��Yi � x0it�Yj + x0jt�� (22)

where A1=
�
a1(1); a1(2); :::; a1(p)

�
; dik = (xi � �x)0 a1(k) Here again by using a

similar set of values we can get the two sample H-L location estimator.
This suggests that even if you only started with identically distributed

error terms "i; for the distance measure you consider for setting up the opti-
mization problem,you don�t really need to know the individual observations
of the errors but only the di¤erence between a pair of them depending on
your selection of H (:) : This is a very crucial �nding on the part of the pa-
per as you can look at di¤erent applications like measures of �xed treatment
e¤ects by looking at the di¤erence of observations undergoing the treatment
(similar to Honoré ,1992), or the pairwise di¤erence estimator we are going
to discuss shortly.
Koul(1985) also claims that under certain regularity conditions on the

distribution function Fi and the respective densities fi of the error term "i
as well as the function H (y) (Theorem 1, pp.4) we have

A�1 ��+ � �
�
= B�1S+op (1) (23)
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where

�i (y) := Fi (y)� 1 + Fi (�y) ; y 2 R; (24)

�2i (y) := Fi (y)� 1 + Fi (�y)� �2i (y) ; y � 0; 1 � i � n:

�2 (y) :=
X

jjcijj2 �2i (y) ; y > 0;

 (y) :=
X

jjcijj2 fi (y) ; y 2 R; ci � Axi:
� (y) := diag (f1 (y) ; f2 (y) ; :::; fn (y)) ;

�+ (y) := � (y) + � (�y) ;
K (y) := AX0�+ (y)XA;y 2 R;

B :=

Z
K 0 (y)K (y) dH (y) ;

S : = �
Z
K (y) fW (y) + b (y)g dH (y) ;

b (y) : =
X
i

ci�i (y) ;

W (y) := V (y; �)� b (y) ; y 2 R:

Moreover, given that if all the error terms have the same distribution F
with density f , and that f is square integrable with H, as well as 0 <R1
0
(1� F ) dH <1; and the integrals of f and f 2 are both continuous at 0

an some other regularity conditions if F is symmetric around 0, then

A�1 ��+��� =) N
�
0; � 2Ip�p

�
(25)

where � 2 :=
�
2
R
f 2dH

	�2 R R
[F (max fx; yg)� F (x)F (y)] d (x) d (y) :

Under similar analogous conditions of the �rst theorem we have given
Xc = X� �X; we have(Theorem 2, pp.5) that if Fi be the distribution func-
tion of "i with density fi; and if H (y) � y, then replacing the X0s by
Xc = X� �X and using d1 := A1 (xi��x) instead of c;

A�1
1

�
�̂ � �

�
= B�1

1 S1+op (1) (26)

Also under the added restrictions of square integrability of f and a �nite
integral for F (y) (1� F (y)) we have

A�1
1

�
�̂ � �

�
=) N

�
0; � 21Ip�p

�
(27)

where � 21 := (12)
�1 �R f 2 (y) dy	�2 .This is nothing but the asymptotic vari-

ance term of Wilcoxon rank estimator of �. He also goes on to establish the
ARE of these estimators as compared to least squares as well as robustness
properties like bounded in�uence functions.
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2.3 Pairwise Di¤erence Estimators of censored and trun-
cated Regression Models

Consider �rst the semiparametric censored regression model given by

yi = max f0; x0i� + "ig ) yi � x0i� = max f�x0i�; "ig (28)

where "i had an unknown distribution independent of xi: Likelihood based
methods for a model like this are in general inconsistent if in particular the
distribution of the error terms is misspeci�ed. The new class of estimators
suggested here are closely associated with the R-estimators discussed ear-
lier. As our focus is mainly on the truncated regression model let us try to
motivate the idea using the following truncated regression model

y�i = x�0i � + "i (29)

yi = y�i if y
�
i > t�i

where t�i can a variable but observed point of truncation can also be referred
to as we have a data (yi; xi; ti) from a conditional distribution of (y�i ; x

�
i ; t

�
i ).

So we can write the residual as "i = y�i � x�0i �. Now let us for the sake of
exposition assume ti = 08i = 1; :::; n: Then we have

"i = yi � x0i� if y
�
i > 0) "i = yi � x0i� if "i > �x0i� (30)

Now consider the following pair of observations yi and yj, from the above
formula the corresponding error terms after it has been �trimmed� in the
feasible (observable range) is given by

"i = (yi � x0i�) if "i > max
�
�x0i�;�x0j�

	
(31)

so what we see is that we only need to make sure that the error term "i >
�x0j�.However , as we see this still doesn�t make it symmetric or iid even if
we know xi and xj: This goal can be achieved if we consider the di¤erence
between 2 such adjusted or trimmed error terms. This could be a worthwhile
exercise as we have seen in the case of the minimum distance estimator
where we only know that the errors are identically distributed we really don�t
need to know each individual error term, so long as we know the weighted
di¤erence .So,although the motivation for this exercise is totally di¤erent for
the author,we have the following result

"i � "j =
�
yi � x0i� � yj � x0j�

�
if "i; "j > max

�
�x0i�;�x0j�

	
(32)

) "i � "j =
�
yi � x0i� � yj + x0j�

�
I
�
"i > �x0j�; "j > �x0i�

�
) "i � "j = (yi � yj � (xi � xj)

0�) I
�
"i > �x0j�; "j > �x0i�

�
:
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The above expression should be symmetrically distributed around 0 given xi
and xj.The corresponding estimator is given by

�ij (b) = (yi � yj � (xi � xj)
0b) I

�
yi � x0ib > �x0jb; yj � x0jb > �x0ib

�
(33)

= (yi � yj � (xi � xj)
0b) I

�
�yj < (xi � xj)

0 b < yi
�

which is symmetrically distributed around 0 given the truncated regression
model. So if we consider any odd function � of �ij(:) we can have the moment
condition given byE

�
I
�
�yj < (xi � xj)

0 b < yi
�
� ((yi � yj � (xi � xj)

0b))
�
=

0, this is true as we can only de�ne functions on the residual in the feasi-
ble or visible range. In order to make the above moment condition into a
valid �rst order condition, we need to de�ne the problem as a problem to
minimize E [t (yi; yj; (xi � xj)

0b) jxi; xj] as a function of (xi � xj)0b.If we con-
sider a function � (:) with a right continuous �rst derivative � (:) and other
characteristics of a distance or dispersion estimator then we have replacing
(xi � xj)

0b by �;

t (yi; yj; �) =

8<:
� (y1)
� (y1 � y2 � �)
� (�y2)

if � � �y2
if � y2 � � � y1
if � � y1

(34)

so we can estimate � by minimizing the sample counterpart as the �rst order
condition is satis�ed for (xi � xj)

0b = (xi � xj)
0� as seen from the previous

results they

Tn (b) =

�
n

2

��1X
i<j

t (yi; yj; (xi � xj)
0b) (35)

Honoré and Powell (1994) claim that an added assumption of log-concavity
of the errors " is su¢ cient to ensure that the solution to the FOC is the global
minimizer. If we consider a loss function or a dispersion measure given by
� (d) = jdj ;the moment condition is almost identical to the Mann-Whitney
type truncated regression estimator proposed by Bhattacharya,Cherno¤ and
Yang (1983). The method they followed in this paper is to come up with
the moment condition �rst and then look at the optimization problem �rst
instead of the other way round , and use this moment condition as the �rst
order condition.
If there is no truncation or censoring the procedure outlined here will

result in the following criterion function to minimize

Wn (b) =

�
n

2

��1X
i<j

� (yi � yj � (xi � xj)
0b) (36)
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which will give the traditional two sample location estimator proposed by
Hodges and Lehmann(1963)([6]) if � (d) = jdj :The �rst order moment con-
dition which arises in this case is E (� (yi � yj � (xi � xj)

0�)) = 0 is similar
to the conditions of the rank regression estimators. Trivially, � (d) = d2 gives
the least squares estimator.
The procedure outlined here is one of minimizing second order U-Statistics

processes for which there are well established large sample theory available,
however there is one important shortcoming of the procedure here which is
one of the regularity conditions in the literature namely, uniform bounded-
ness of the kernel of the U-statistics. However ,this paper follows the relaxed
regularity conditions proposed by Robert Sherman.
Let us consider an estimator �̂ which minimize the mth order U-statistic

for a sample fzig of iid variables given by

Un (�) =

�
n

m

��1 X
c2Cfi1;i2;:::;img

p (zi1 ; zi2 ; :::; zim ; �) (37)

as U-statistics can be seen as an extension of the more popular M-estimators,
although most of the large sample results that are valid for the class of M-
estimators goes through for U-Statistics as well. Like under the assump-
tions of a compact parameter space �, measurable and continuous kernel
p(:) and that the absolute value of kernel p(:) is dominated by an inte-
grable function on the sample space, it can be shown (Theorem1 pp.248)
that Un (�) � E [Un (�)] converges to zero almost surely, uniformly in �: So
under the above assumptions the estimator �̂ = argmin�2� Un (�) is strongly
consistent for the true parameter �0 which minimizes E [Un (�)] : In fact the
apparent strong assumption of compactness of � can be relaxed if p (:) is
convex. It can also be shown under certain regularity conditions on the
di¤erentiability of p (:) that if the normalized sub-gradient of a mth order
U-statistic, given by Qn (�) �

p
n
�
n
m

��1P
c q (zi1 ; zi2 ; :::; zim ; �), where each

component of the kernel q (:) is a linear combination of left and right partial
derivatives of p (:) ; then

Qn

�
�̂
�
= op (1) (38)

which is an approximate moment condition. The asymptotic normality of
these estimators can also be shown following Huber(1967).The result says
that if we have �0 is an interior point where the kernel q (:; �) is well be-
haved,the unconditional expectation � (�) of q (:; �) vanishes at the true value
and is di¤erentiable at �0 with H0 � @� (�0) =@�

0 is non-singular. The ex-
pected values of both u-statistic and its square is bounded and �nally the
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kernel q (:; �0) is square integrable, then we have

p
n
�
�̂ � �0

�
= �H�1

0

mp
n

nX
i=1

r (zi; �0) + op (1) (39)

and �̂ is asymptotically normal,

p
n
�
�̂ � �0

�
) N

�
0; H�1

0 V0H
�1
0

�
, (40)

where V0 � m2E
�
r (zi; �0) r (zi; �0)

0� : Estimation would require consistent
estimators of the variance covariance matrix, for this we will need consistent
estimators for both H0 as well as V0. Now from the previous results we have
~Hn � @Qn

�
�̂
�
=@�0, so the lth column is

Ĥnl �
�
2ĥ
��1 h

Qn

�
�̂ + ĥel

�
�Qn

�
�̂ � ĥel

�i
(41)

where ĥ is a possibly stochastic sequence of bandwidths and el is the lth basis
vector. Now if we de�ne

r̂ (zi; �) �
�
n� 1
m� 1

��1X
c0

q (zi; zi2 ; :::; zim) (42)

where we consider all observations excepting the ith one. Now we can use
the average 1

n

Pn
i=1 r̂

�
zi; �̂

�
as an estimator of the conditional average of

r (zi; �) :
Hence ,they claim that a consistent estimator of V0 is

V̂n �
m2

n

nX
i=1

r̂
�
zi; �̂

�
r̂
�
zi; �̂

�0
(43)

Now if we focus on the asymptotic properties of the truncated regression
estimator which can be de�ned as

argmin
b

X
i<j

�
t
�
yi; yj; (xi � xj)

0 b
�
� t
�
yi; yj; (xi � xj)

0 �
��

(44)

Let us assume that expectations exists for x; � (y) and x� (y).We also as-
sume that no linear subspace of RK which contains (x1 � x2)

0 with certainty
and last but not the least the error terms "i are iid and independent of xi
and have a continuous distribution function F and a continuous density f
which is bounded from above.
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If the �rst two conditions hold and the added assumption that the errors
" are iid and the logarithm of its density is strictly concave, then the expecta-
tion of the above objective function exists and is uniquely minimized at b = �
Under certain other regularity conditions it can be shown that the estimator
over a compact parameter space is asymptotically normal for interior �

p
n
�
�̂ � �0

�
) N

�
0; H�1

0 V0H
�1
0

�
(45)

As we showed before if

r̂i �
1

n� 1
X
j 6=i

�� (yi � yj � (xi � xj)
0b) I

�
�yj < (xi � xj)

0 �̂ < yi

�
then V̂n � 4

n

Pn
i=1 r̂ir̂

0
i is a consistent estimator for V0.The numerical deriva-

tive estimator has the lth column given by

Ĥnl �
�
2ĥ
��1�n

2

��1X
i<j

0BBBBBB@
�I
�
�yj < (xi � xj)

0 (�̂ + ĥel) < yi

�
��
�
yi � yj � (xi � xj)

0(�̂ + ĥel)
�

+I
�
�yj < (xi � xj)

0 (�̂ � ĥel) < yi

�
�

�
�
yi � yj � (xi � xj)

0(�̂ � ĥel)
�

1CCCCCCA
(46)

� (xi � xj)

2.4 Multivariate Location Estimation with R-Estimates

If we have two positive integers m and n such that 1 � m � n , if A(m)n

be the collection of all subsets of size m from the set f1; 2; :::; ng ; and
X1;X2; :::;Xn 2 Rd and for any � 2 A

(m)
n ; de�ne �X� =

1
m

P
i2�Xi; then

the mth order Hodges and Lehmann estimate could be �̂(m)n de�ned asX
�2A(m)n

����X� � �̂(m)n

��� = min
�2Rd

X
�2A(m)n

���X� � �
�� (47)

Unless we have points X̄� forming a single line this estimator will be unique.
For m = 1 this gives an estimate of a multivariate median and for m = 2 we
have the standard one sample H-L estimate in d-dimension.
If further we de�ne the unit vector in the direction of x 2 Rd as U (x) =

jxj�1 x if x 6= 0;= 0 if x = 0: Also denote the d � d Hessian matrix of x ,
P (x) = jxj�1

�
Id � jxj�2 xx0

�
if x 6= 0;= 0 if x = 0: If X1;X2; :::;Xm 2 Rd

15



be a collection of iid random variables and de�ne �(m) be the median of the
sampling distribution of X̄m if

�(m) = arg min
�2Rd

g (�) (48)

= arg min
�2Rd

E
����Xm � �

��� ���Xm

��	
which is unique if X0

is are absolutely continuous with respect to the Lebesgue
measure Also we have E

�
U
����Xm � �(m)

���	 = 0; so we can without loss of
generality shift location �(m) to 0.Also de�ne,D(m)

1 = E
�
P
�
�Xm

�	
, U (m) (X1) =

E
�
U
�
�XmjX1

�	
andD(m)

2 = E
�
U (m) (X1)U

(m) (X1)
0	 :Now given the added

assumption that besides being iid random variables X1;X2; :::;Xm 2 Rd also
have an absolutely continuous density function f which is bounded in every
bounded subset of Rd we have

Theorem 3 Under the given assumption above,D(m)
1 is a p.d. matrix and a

Bahadur type representation for the mth order Hodges-Lehmann estimate is
given by:

�̂(m)n =
m! (n�m)!

n!

h
D
(m)
1

i�1 X
�2A(m)n

U
�
�X�

�
+Rn;

where as n! 1; the remainder term Rn is almost surely O
�
logn
n

�
if d� 3:

When d= 2, Rn is almost surely o
��

logn
n

�!�
as n tends to1 for any constant

! such that o < ! < 1:

Proof. See Chaudhuri(1992).

Corollary 4 If the assumptions above are satis�ed, then D
(m)
2 is a posi-

tive de�nite matrix ,and as n tends to 1;
p
n�̂

(m)
n converges weakly to a d-

dimensional normal random vector with mean zero and the dispersion matrix
given by

m2
h
D
(m)
1

i�1 h
D
(m)
2

i h
D
(m)
1

i�1
:

3 GeneralizedMinimumDistance and �m-rank�
Regression for Truncated Regression Mod-
els with Heterogeneity in errors

We suggest two estimators for the semiparametric truncated linear regression
model
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y�i = x�0i � + "i, (49)

yi = y�i if y
�
i > t�i

where t�i can a variable but observed point of truncation we can consider
without loss of generality that the truncation points t�i are 0 if they are
observed as we can look at a transformed latent variable y�i � t�i instead of
just y�i ; we also have to make the same adjustment to yi:
Firstly one which is related to minimum distance estimation. The frame-

work we discussed above from Koul�s paper can be easily extended by using
a weight or a projection matrix to transform the distance measure to the
space with limited dependent variable. So, criterion function is

M (t) :=

Z
V0 (y; t)W�1V (y; t) dH (y) (50)

where H (y) is a non-decreasing right continuous function.
This function reduces to the minimum distance criterion function when

W = In�n,we can construct a suitable weight function when we have a trun-
cated regression model using it as a projection operator onto the space of
errors "i conditional on "i > �x0i�: The weight functions which possibly
could depend on the parameter estimate as in the case of a truncated regres-
sion model discussed earlier could be estimated iteratively using a Hodges-
Lehmann type estimator as the initial value.
Our objective is to obtain a general distance function which can be min-

imized to obtain a set of approximate �rst order conditions which are then
solved to obtain an estimate of regression coe¢ cient in a general semipara-
metric regression framework. This should be equipped enough to cover cases
like a truncated regression model and converge to a standard set of regres-
sion coe¢ cients where is no truncation or censoring. Consider the following
population regression model

Y = [ 1 Xc ]

�
��

�

�
+ e

as described in the previous section where columns of Xc are orthogonal to
the constant term. We are only interested in the estimation of � as it is
not possible to identify the intercept coe¢ cient in the current framework.
Consider the function

D(m) (Z) =
X
c2Cm

a
�
R
�
h(m)

�
Z(c)
���

h(m)
�
Z(c)
�

(51)
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where Cm is a set of m from the set f1; 2; :::; Ng ; h(m) (:) is a real valued
function from Rm ! R .This is a valid dispersion function under certain
regularity conditions on the function h(m): It is worth noting here the function
hm (:) might actually include a lebesgue measure H (:) As a special case we
can see that if we have m = 1 and h(1) (Zi) = Zi then we get back the
traditional rank estimate of dispersion discussed earlier in the report. Also
if m = 2; the dispersion measure takes the form

D(2) (Z) =
NX
i>j

a (R (Zi � Zj)) (Zi � Zj) (52)

which turns out to be the criterion function of the pairwise di¤erence estima-
tors we have discussed earlier. With a suitable choice of the score function
a (:) satisfying the criterion of symmetry in the sense a (k)+a (N � k + 1) = 0
and it is a non-decreasing non-constant function, we can extend this to a
whole class of criterion functions which could be minimized to obtain robust
R-estimators of the regression coe¢ cients �:
Let us now discuss the case where m = 3: De�ne

h(3)
�
Zfi;j;kg

�
= Zi �

Zj + Zk
2

(53)

;this gives the measure of dispersion as

D(3) (Y �X�) =
NX

i>j>k

a

�
R

�
Yi � x0i��

Yj � x0j��Yk � x0k�
2

��
(54)

�
�
Yi � x0i��

Yj � x0j��Yk � x0k�
2

�
this is a valid measure of dispersion being a non-negative,continuous and
convex function of � .This follows from the proof in Jaeckel(1972,[10]) if

you consider the set of
�
Yi � x0i��

Yj�x0j��Yk�x0k�
2

�
as Z 0is:Hence this should

have a minimum which can be obtained by solved by solving the �rst order
conditions.
So as we have the following the following expression as the derivative with
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respect to the jith component �j

@

@�l
D(3) (Y �X�) =

NX
i>j>k

a

�
R

�
Yi � x0i��

Yj � x0j��Yk � x0k�
2

��
(55)

�
�
�x0il�

�x0jl � x0kl
2

�
= �1

2

NX
i>j>k

a

�
R

�
Yi � x0i��

Yj � x0j��Yk � x0k�
2

��
� (2xil � xjl � xkl)

= �1
2

NX
i>j>k

a

�
R

�
Yi � x0i��

Yj � x0j��Yk � x0k�
2

��
� ((2xil � �xi)� (xjl � �xj)� (xkl � �xk))

hence we can claim that the �rst order are(given that D is di¤erentiable
almost everywhere)

�rD (Y �X�) = S (Y �X�) _=0 (56)

This estimator will have the same distribution asymptotic distributions of
multivariate normal under certain regularity conditions. Moreover this can
also be viewed as an extension of the regression coe¢ cient estimator of as
would be de�ned by the mth order Hodges-Lehmann location estimator as
proposed by Chaudhuri(1992).Hence we should be able to �nd a Bahadur
type representation of the coe¢ cient estimates �̂ and hence from the corollary
this should weakly converge to a p-dimensional normal distribution under
certain regularity conditions.
We are proposing an estimator where we use a more robust version of

the rank of the di¤erence of the residuals, we can call it the m � rank is
the following. If we have a possible heteroscedasticity in the error terms this
robust m� rank can substantially reduce it for higher values of m: This also
has a trimming e¤ect on the extreme values of these di¤erences particularly
the ones on the lower end if we have a non-decreasing score function a (:) : It
should also improve the breakdown performance of the suggested estimator.
So it is possible at least theoretically to obtain an estimator for limited de-

pendent variable models like truncated(or censored regression models) using
methods like a modi�ed version of the method of R-estimates which reduces
to the simple problem of a Hodges-Lehmann location estimation when the
X = 1. The asymptotic properties of these estimators could be obtained
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by a slight modi�cation of the existing asymptotics in the case of minimum
distance estimation and more precisely the literature on estimates based on
regression rank statistics. The estimators proposed here have criteria func-
tions as extensions of U-statistics.

4 Summary and Directions

It is a very interesting problem to look deeper into the properties of the pro-
posed estimator and its comparison in with di¤erent methods under varied
conditions on the error distribution and functions h(m) (:) as well as more
general score functions a (:). The asymptotic properties of the estimator are
yet to be proven concretely and also some cases where there will not be
enough regularity conditions like a twice continuously di¤erentiable distrib-
ution function F (:) for the error. Also it might be worthwhile to look into
the geometric interpretation of a mth order Hodges-Lehmann estimator for
regression coe¢ cients particularly as m!1 .
The suggested estimator also has some promise in more general problems

with missing data not truncation as the errors could be modi�ed using the
function h(m) (:) and also the choice of scores. It is my conjecture that general
missing data particularly MCAR and MAR could be relatively easily handled
using the m-rank estimates particularly as these should be higher breakdown
point than traditional R-estimates, although this a topic to investigate.
Another possible �eld where this could be used in the study of treatment

e¤ects particularly �xed e¤ects as has been explored by Honoré (1992) which
talks about di¤erences of treatment e¤ects for similar subjects which removes
the group e¤ect and can predict individual e¤ect more accurately. One pos-
sible challenge ahead is to suggest a consistent estimate of the variance -
covariance matrix of the proposed estimator,although the rank estimators
gives some good insight into this problem.
Our objective for this report was trying to �nd an extension of the tradi-

tional R-estimates for regression coe¢ cients particularly to estimate models
with truncated data. The pairwise di¤erence techniques proposed by Honoré
and Powell(1994) ,which is equivalent to the extension of the Mann-Whitney-
Wilcoxon type method proposed by Bhattacharya,Cherno¤ and Yang(1983)
in case of absolute errors are a special case of the proposed estimator. How-
ever this work is very preliminary and requires much closer attention and
Monte Carlo comparison with other existing methods to actually �gure out
its merits and shortcomings. We have also looked at a class of minimum
distance or minimum chi-square distance estimators to delve into this mat-
ter. It is possible to estimate at least theoretically the actual ability variable
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which is a latent variable in the problem of estimating performance of fund
managers as well as e¢ cacy of drugs or evaluation of social programs with a
suitable choice of the function h(m) (:) and of course m: However we have not
discussed any such procedure or selection criterion of h or m in this report.
Theoretical proofs have been omitted to keep the report more heuristic as
this is still work in progress.
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