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Abstract

We examine a firm’s entry and location decision when all firms, including incumbents and an entrant,
have an opportunity to form a pairwise link with mutual consent. We firstly show that when an entrant
is allowed to form a link, it has an incentive to distort its location from a welfare viewpoint in order to
form a link with each of the incumbents. Second, the existing link formed by incumbents cannot be a
device for entry deterrence, especially when the marginal change of cost-reducing effect generated by a
link formation scarcely depends on the number of links.
JEL Codes: D85, L14, L41.
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1 Introduction

We examine a firm’s entry and location decision
when all firms, including incumbents and an en-
trant, have an opportunity to form a network. In
particular, the main issue of our paper is: how does
the network formation affect the possibility of entry
and the entrant’s location?
Let us consider a simple problem based on a lin-

ear city model with a uniform distribution of con-
sumers. Suppose two retail shops are already lo-
cated at the two extreme ends of a line city, re-
spectively. They have the same retail technology,
compete in prices, and obtain some positive prof-
its. Now, there is an outsider that has a plan to
open a shop in the city. Then, the two incumbent
retail shops can collaborate with each other in or-
der to deter its entry. If they collaborate with each
other, they can lower their resale cost by sharing
some skills or knowledge about technologies and the
market situation, etc. However, there is a possibil-
ity that once the outsider opens a shop, it is also
allowed to collaborate with one of the two incum-

bent retail shops. In such a case, is the outsider able
to open its shop in the city? If so, where would it
like to be located in the city?

Using the standard setting of a Hotelling model,
we provide a curious answer to these questions. Our
answer is: the collaboration between the two incum-
bent retail shops cannot always deter entry. Fur-
thermore, once the outsider opens the shop in the
city, its location cannot be always centered in the
city: its location is distorted towards the location
of one of the two retail shops.

Let us formally restate the answer. We define
a collaboration of firms by a pairwise link between
firms. Then, we firstly show that when an entrant is
allowed to form a link and the link formation needs
mutual consent, it has an incentive to distort its lo-
cation from a welfare viewpoint in order to form a
link with each of the incumbents. Second, we show
that the existing link formed by incumbents cannot
be a device for entry deterrence, especially when the
marginal change of cost-reducing effect generated
by a link formation scarcely depends on the num-
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ber of links. The "when" condition for the second
result implies that a competition authority should
care about an information concerning the change
of the collaboration effect in order to evaluate the
incumbents’ alleged entry-deterrence strategies.

Our results are obtained by two main effects.
The cost-reducing effect, which is a direct effect gen-
erated by the network formation, and the price com-
petition effect, which is an indirect effect generated
by the competition in the retail market, are the two
driving forces. Then, the results come from the two
driving forces with the following three prerequisites.
First, while the cost-reducing effect depends on the
number of the pairwise collaborations, it does not
depend on the distance between the two firms that
form a pairwise collaboration. The improvement of
information technology seems to justify this prereq-
uisite. Second, two firms decide whether to collab-
orate or not with a myopic view. That is, each of
them are unable to foresee how the third firm react
if it agrees (or does not agree) on the collaboration.
Third, all the firms cannot use price discrimination
across consumers.

According to one of our result, an entrant’s lo-
cation is distorted towards the location of one of
the incumbents with a prerequisite that the cost-
reducing effect generated by firms’ collaboration
does not depend on the distance between the two
firms that form a collaboration. As mentioned
above, this prerequisite is justified by the improve-
ment of information technology such as the preva-
lence of internet. Then, the result implies that
the improvement of information technology tends
to amplify the agglomeration of firms. This impli-
cation may be supported by an empirical work by
Gasper and Glaeser (1996). Gasper and Glaeser
(1996) shows that the improvement of information
technology can be a complement to face-to-face in-
teractions because of the increase in frequency of
contacts. Their result suggests that the improve-
ment of information technology can amplify the ag-
glomeration of firms because they need more face-
to-face interactions than ever.

Needless to say, there is a large body of litera-
ture on a firm’s location choice in a spacial model,
following Hotelling (1929) and d’Aspremont et al.

(1979).1 Most of the existing literature explain
firms’ location choices by relying on the elements
such as transportation cost, the distribution of re-
sources, scale economies, production externalities,
etc. Our analysis does not rely on these elements
but another important element in a real business
world; the collaboration among firms.

In fact, only a few studies examine the re-
lationship between the collaboration among firms
and their location choices. (For example, using
a repeated-game framework, Friedman and Thisse
(1993) show that partial tacit collusion on price fos-
ters firms’ agglomeration (i.e., minimum product
differentiation).) Our study differs from the exist-
ing literature in that we consider not only the threat
of potential entry but also the possibility of collab-
orative networks that is endogenously formed in a
spacial model. In particular, we allow all firms (i.e.,
not only incumbents but also an entrant) to have
an opportunity to form a network through pairwise
links with mutual consent. Then, we restrict our
attention to the effect of network formation on an
entrant’s behavior, especially the feasibility of entry
and an entrant’s location.2

The endogenous formation of collaboration
among firms can be formulated in several ways. For
example, Bloch (1995) examines the coalition for-
mation procedure where each firm sequentially of-
fers the proposal of coalition to other firms with
which it wants to collaborate. Our approach to
collaboration among firms is a network structure
through the formation of pairwise links between two
firms. The procedure of network formation with
pairwise links assumes that mutual consent is re-
quired to form a link between two firms.3 Some
studies already apply the network formation with
pairwise links to collaboration among firms. Goyal
and Joshi (2003) address the relationship between
a firm’s incentive to form a network and the nature
of market competition. Song and Vannetelbosch
(2007) also use a strategic network model to ana-
lyze how government policies affect the stability and
efficiency of networks of R&D collaboration among
firms in different countries. As far as we know, how-
ever, our paper is the first attempt to examine the
effect of endogenous formation of networks upon the

1See Gabszewicz and Thisse (1992) for a survey on the location theory.
2None of studies deal with an endogenous formation of collaborative networks in a spacial model, except for Okumura

(2009). While Okumura examines a formation of collaborative networks in the framework of a circular model, his main
focus is the characterization of networks in equilibrium, given the number of firms and each firm’s location. Contrary to
his study, this paper deals with the relationship between endogenously formed networks and the opportunity of entry and
a firm’s location choice.

3For the basic notions and applications of network formation, see Goyal (2007) and Jackson (2008). Many studies also
apply the network formation with pairwise links to several economic issues. For example, Ellison and Fudenberg (1995)
examine the effect of communication structure on a consumer’s purchasing behavior.
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feasibility of entry and an entrant’s location.
Next section describes the framework of the

model. Section 3 characterizes the pairwise stable
networks, taking a potential entrant’s entry and its
location as given. Section 4 then analyzes the effect
of network formation on the feasibility of entry and
an entrant’s location. Concluding remarks are in
Section 5.

2 The Model

We examine a linear market model à la Hotelling
with two incumbent firms, firm 1 and firm 2, and
one potential entrant firm, firm e. Consumers are
uniformly distributed on the interval [0, 1] with
mass one. Firm 1 is already located at the left end,
0, while firm 2 is at the right end, 1. On the other
hand, once firm e decides to enter the market by
incurring an entry sunk cost F , it can choose its
location a ∈ (0, 1).4
All the firms sell the same physical good whose

reservation value for each consumer is v.5 Each con-
sumer buys a single unit of good from one of the
firms. Then, the utility of a consumer located at θ
is represented by

u (pi; θ) = v − (θ − si)2 t− pi,

where si is the location of firm i (i = 1, 2, e), t is
the parameter of quadratic transportation cost in-
curred by the consumer, and pi is the price set by
firm i.
A departure of our model from the existing lit-

erature is that we allow the firms to be in collabora-
tion with other firms in the market. That is, a firm
has an opportunity to form a pairwise collaborative
link with one of the other firms in the market. In
particular, we assume that firm i’s marginal cost ci
is represented by a function of the number of the
collaborative links. That is,

ci = c (ηi (g)) ,

where ηi (g) is the number of pairwise links firm i
has with the other firms in the network g. Here,
a "network" represents a structure of the pairwise
links in a given market. For example, if we see a net-
work eg where firm e forms a pairwise link with firm

1 after it enters the market and firm 1 also forms a
pairwise link with firm 2, we state that η1 (eg) = 2,
η2 (eg) = 1, and ηe (eg) = 1. We also assume that a
pairwise link has an effect to lower marginal cost of
production as follows:

c (0) > c (1) > c (2) .

That is, a firm’s marginal cost is strictly decreasing
in the number of pairwise links. Note that the mar-
ginal cost depends only on the number of links, not
on the distance between the two firms that form a
link.6

The timing of the game is as follows. In the first
stage, firm e decides whether or not to enter the
market by incurring an entry sunk cost F . Once
it decides to enter, it also determines its location
a. In the second stage, all the firms in the market
determine their pairwise links, which means that
each firm’s marginal cost is decided in this stage.
In other words, this stage gives a network structure
among firms in the market. In the next section,
we describe the details of the procedure of pairwise
link formation. Then, in the third stage, the firms
compete in price (i.e., Bertrand competition) and
consumers buy the goods from one of them in the
market.
Finally, we denote two types of the difference

of the marginal cost by ∆0 ≡ c (0) − c (1) and
∆1 ≡ c (1) − c (2). That is, ∆0 (resp. ∆1) rep-
resents the marginal effect of the link firstly (resp.
secondly) formed. Then, we make an assumption on
the degree of the differences of the marginal cost.

Assumption 1 (i) ∆0 <
¡
3/
¡
4 +
√
17
¢¢
t, (ii)

∆1 < (3/4) t.

The two conditions of Assumption 1 guarantee an
interior solution in which all three firms can obtain
a positive demand and a positive profit after firm
e’s entry in equilibrium. In fact, we restrict our
attention to the interior solution in the following
analysis. This assumption is important, because we
examine an oligopoly with firms that may have dif-
ferent technology through a link formation. In fact,
when there exists a cost difference among firms, the
monopolization of a firm that has a cost advantage
is easy to occur in a Hotelling model.7 That is,
if a cost-disadvantaged firm locates too near to a

4As shown below, we can restrict our attention to an interior solution for firm e’s location choice in the setting of our
model.

5We assume that v is sufficiently high so that all consumers buy the good from one of the firms.
6Here, we also exlcude the possibility of spillovers. That is, the marginal cost does not depend on the number of links

that a neighbor (i.e., a firm which consists of a pair to a particular firm) has. See Section 5 on this point.
7Matsumura and Matsushima (2009) and Meza and Tombak (2009) examine the effect of cost differentials among firms

in a Hotelling model, sometimes called an asymmetric duopoly model.
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cost-adavanatged firm, it cannot obtain a positive
demand. The conditions of Assumption 1 guaran-
tee a positive demand and profit for each of three
firms in equilibrium, irrespective of whatever type
of network is established.

3 Pairwise Stable Networks

3.1 Bertrand competition

We examine the outcome of Bertrand competition
in the third stage, given firm e’s entry and its loca-
tion choice in a type of network structure. Suppose
firm e enters and locates at a. Restricting our at-
tention to an interior solution in which all three
firms can obtain a positive demand and a positive
profit in equilibrium, we denote a consumer who is
indifferent between buying from firm 1 or firm e by
θ1e ∈ (0, a). (See Appendix A for the check of the
existence of the interior solution under Assumption
1.) Then, we have

v − θ21et− p1 = v − (a− θ1e)
2
t− pe

or θ1e =
pe − p1
2at

+
a

2
.

Similarly, denoting a consumer who is indifferent
between buying from firm 2 or firm e by θe2 ∈ (a, 1),
we have

v − (θe2 − a)2 t− pe = v − (1− θe2)
2 t− p2

or θe2 =
p2 − pe
2 (1− a) t +

1 + a

2
.

Then, the firms’ respective demands are

D1 (p1, pe) = θ1e =
pe − p1
2at

+
a

2
,

De (p1, pe, p2) = θe2 − θ1e

=
p2 − pe
2 (1− a) t −

pe − p1
2at

+
1

2
,

D2 (pe, p2) = 1− θe2 =
pe − p2
2 (1− a) t +

1− a
2
.

Each firm maximizes its profit with respect to
price. Deriving the first-order conditions and re-
arranging them, we have the equilibrium prices as

follows:

p∗1 =
1

6
(4− a) c1 +

1

3
ce +

1

6
ac2 +

1

2
at,

p∗e =
1

3
(1− a) c1 +

2

3
ce +

1

3
ac2 + a (1− a) t,

p∗2 =
1

6
(1− a) c1 +

1

3
ce

+
1

6
(3 + a) c2 +

1

2
(1− a) t.

The equilibrium profits are represented as follows:

Π1 = D1 (p
∗
1, p
∗
e) (p

∗
1 − c1) =

1

2at
(p∗1 − c1)

2 ,

Πe = De (p
∗
1, p
∗
e, p
∗
2) (p

∗
e − ce) =

1

2a (1− a) t (p
∗
e − ce)

2 ,

Π2 = D1 (p
∗
1, p
∗
e) (p

∗
2 − c2) =

1

2 (1− a) t (p
∗
2 − c2)

2 .

When firm e does not enter the market, the equi-
librium prices and profits are easily derived in a sim-
ilar way. Hence, we report them when we discuss
the characteristics of firm e’s entry decision and its
location choice in Section 4.

3.2 The formation of pairwise stable
networks

We now proceed to the analysis of network struc-
ture (i.e., the formation of pairwise links) in the
second stage. In this subsection, we examine the
case in which firm e enters the market and locates
at some point of the line, a. Since our model has a
symmetric structure, we can restrict our attention
to the case where a ∈

£
1
2 , 1
¢
. The case in which

firm e does not enter the market will be mentioned
in Section 4.

Suppose a network structure g is established.
Then, given g, the equilibrium prices and profits
are rewritten by
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p∗1 (g, a) =
1

6
(4− a) c (η1 (g)) +

1

3
c (ηe (g))

+
1

6
ac (η2 (g)) +

1

2
at, (1)

p∗e (g, a) =
1

3
(1− a) c (η1 (g)) +

2

3
c (ηe (g))

+
1

3
ac (η2 (g)) + a (1− a) t, (2)

p∗2 (g, a) =
1

6
(1− a) c (η1 (g)) +

1

3
c (ηe (g))

+
1

6
(3 + a) c (η2 (g)) +

1

2
(1− a) t.(3)

Π1 (g, a) =
1

2at
(p∗1 (g, a)− c (η1 (g)))

2
, (4)

Πe (g, a) =
1

2a (1− a) t (p
∗
e (g, a)− c (ηe (g)))

2
,(5)

Π2 (g, a) =
1

2 (1− a) t (p
∗
2 (g, a)− c (η2 (g)))

2 .(6)

We define the following function.

fi (g, a, ij) ≡ p∗i (g + ij, a)− c (ηi (g + ij))
− (p∗i (g, a)− c (ηi (g))) , (7)

where ij represents a direct pairwise link between
firm i and j (i, j = 1, 2, and e, i 6= j). Then,
g + ij represents the network obtained by adding
the link ij to the network g. Hence, the function
fi (g, a, ij) defines the difference of firm i’s price-
cost margin under the network g + ij from that
under the network g, given any location a. Appar-
ently, the sign of fi (g, a, ij) is the same as that of
Πi (g + ij, a) − Πi (g, a). Hence, hereafter, we use
fi (g, a, ij) in order to analyze firm i’s incentive to
form pairwise links. In fact, we have:
1. When fi (g, a, ij) > 0, firm i has an incentive

to add ij to the network g. Otherwise, it has no
incentive to do so.
2. When fi (g − ij, a, ij) < 0, firm i has an in-

centive to sever ij from the network g. Otherwise,
it has no incentive to do so.

At first, we obtain the following lemma. (All the
proofs of lemmas and propositions are relegated to
Appendix.)

Lemma 1 Suppose ηi (g) = ηj (g) where i, j =
1, 2, e and i 6= j. Then, for any a ∈

£
1
2 , 1
¢
, we

have:
For ij /∈ g, fi (g, a, ij) > 0 and fj (g, a, ij) > 0.
For ij ∈ g, fi (g − ij, a, ij) > 0 and

fj (g − ij, a, ij) > 0.

Lemma 1 states that, as long as the number of links
is the same between firm i and firm j in a given
network g, the link ij must be included in g (i.e.,
they both have an incentive to form a link between
them), irrespective of the location of an entrant, a.
(We should remember that this statement holds to
all the firms, including firm e.)
In our analysis, we use a concept of pairwise

stability due to Jackson and Wolinsky (1996). The
pairwise stability in our model is defined as follows.

Definition 1 A network g is pairwise stable if
(i) for all ij ∈ g, fi (g − ij, a, ij) ≥ 0 and

fj (g − ij, a, ij) ≥ 0.
(ii) for all ij /∈ g, if fi (g, a, ij) > 0, then

fj (g, a, ij) < 0.

As is well-known, the pairwise stabiltiy captures the
idea of mutual consent. In other words, it supposes
that pairs of players can communicate and agree to
form a link.

[Insert Figure 1 around here.]

Now, we try to characterize the pairwise stable
networks in our model. All the possible networks
are drawn in Figure 1. From the result of Lemma
1, it is easy to find that the networks g0, g4, g5, and
g6 are not pairwise stable. This is because they con-
tain firms i and j such that ηi (g) = ηj (g) and the
link between them is not included in the associated
network.
The remaining networks, g1, g2, g3, and g7 are

the candidates of pairwise stable networks. In fact,
the set of pairwise stable networks depends on the
degree of the effect of pairwise link on a firm’s mar-
ginal cost, as is shown in the following lemma. Be-
fore reporting the lemma, we define ∆ ≡ ∆0/∆1
where∆0 ≡ c (0)−c (1) and∆1 ≡ c (1)−c (2). That
is, ∆ represents the ratio of the marginal change
of cost-reducing effect of a pairwise link. In par-
ticular, we call the case where ∆ > 1 the case of
decreasing marginal change of cost-reducing effect.
That is, when ∆ > 1, the marginal effect of the link
firstly formed is larger than that of the link secondly
formed. Similarly, we call the case where ∆ < 1 the
case of increasing marginal change of cost-reducing
effect. Then, we report the lemma.

Lemma 2 When a ∈
£
1
2 ,
√
3− 1

¢
, we have:

(i) If ∆ > 3+a
1−a , g

1, g2, g3, and g7 are pairwise
stable.
(ii) If 3+a1−a ≥ ∆ >

2+a
a , g

1, g3, and g7 are pair-
wise stable.
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(iii) If 2+aa ≥ ∆ >
2+a
2 , g

3 and g7 are pairwise
stable.
(iv) If 2+a2 ≥ ∆ ≥ 1− a, g7 is pairwise stable.
(v) If 1− a > ∆ ≥ a

2+a , g
3 and g7 are pairwise

stable.
(vi) If a

2+a > ∆ ≥
1−a
3−a , g

2, g3 and g7 are pair-
wise stable.
(vii) If 1−a

3−a > ∆ > 0, g1, g2, g3 and g7 are
pairwise stable.
When a ∈

£√
3− 1, 1

¢
, the above (i), (ii), (iii),

(vii) hold, and (iv) to (vi) are replaced by the fol-
lowings:
(iv’) If 2+a2 ≥ ∆ ≥

a
2+a , g

7 is pairwise stable.
(v’) If a

2+a > ∆ ≥ 1− a, g2 and g7 are pairwise
stable.
(vi’) If 1 − a > ∆ ≥ 1−a

3−a , g
2, g3 and g7 are

pairwise stable.

In Lemma 2, the location of an entrant affects
not only the threshold values for the range of the
ratio of the marginal change of cost-reducing effect
of pairwise link, but also the set of pairwise stable
networks (compare (v) and (v’)). The crucial point
of Lemma 2 is that the set of pairwise stable net-
works varies, depending on the ratio of the marginal
change of cost-reducing effect of pairwise links.
According to the lemma, there are multiple

types of pairwise stable network. To predict which
networks are likely to emerge, we adopt a dynamic
process for network formation introduced by Watts
(2001). In Watts’ dynamic process, a link ij, ir-
respective of whether it is in the existing network
or not, is randomly identified to be updated with
uniform probability. If the link is already in the ex-
isting network, then either firm i or j can decide to
sever the link. If the link is not in the network, and
at least one of the two firms involved would benefit
from adding it and the other would be at least as
well off given the existing network, the link is added.
Then, if the process reaches a fixed configuration, it
must be a stable network. We should note that this
dynamic process assumes a firm’s myopic behavior
in the sense that a firm’s decision depends only on
its period t profit and it does not account for what
might happen in the future.8

Furthermore, we use the following assumption
for analytical simplicity.

Assumption 2 Before firm e enters the market,
firms 1 and 2 has already formed a link between
them. That is, g(0) = g3 where g(0) represents a
network at the initial state.

Assumption 2 is natural in our setting. This
is because the link between firms 1 and 2 is pair-
wise stable when there exists only the two incum-
bents in the market. In addition, it is easy to verify
that, when there exists a threat of potential entry,
this pairwise stable network is strictly better for
the two incumbents than a network that does not
include the link 12 (a network without any link)),
even though they are indifferent when there exists
only the two incumbents in the market.
Then, we obtain our first main finding.

Proposition 1 When ∆ > 2+a
2 or ∆ < 1− a, the

network formation process converges to g3. On the
other hand, when 1− a ≤ ∆ ≤ 2+a

2 , it converges to
g7.

Proposition 1 states that when the ratio of the
marginal change of cost-reducing effect of pairwise
links is large, irrespective of whether the marginal
effect is increasing or not, the existing link between
the two incumbents remains and the entrant cannot
form a pairwise link with any incumbent. On the
other hand, when the ratio of the marginal change
of cost-reducing effect is small, all the firms, includ-
ing the entrant, can form two pairwise links with
other two firms ( a complete network).
The intuition of Proposition 1 is explained by

two effects generated by the formation of pairwise
links. One is the cost-reducing effect, which is a di-
rect effect of link formation, while the other is the
price competition effect, which is an indirect effect
generated by competition in the retail market. Let
us explain it in more detail.
First, consider the case where ∆ > 2+a

2 . Sup-
pose firms 1 and e are chosen at the first period, and
consider firm 1’s incentive for link formation. The
fact that ∆ > 2+a

2 means that the (marginal) cost-
reducing effect of the second link is pretty smaller
than that of the first link. Then, when firm 1 does
not form a link with firm e, it can enjoy a higher
price (and obtain a larger market share) than that
with the link, as long as firm e does not have a
link with firm 2. This is because firm e has a cost-
disadvantage over not only firm 1 but also firm 2.
On the other hand, if firm 1 forms a link with firm
e, firm e becomes more efficient with a link than
without it, whereas it still has a cost-disadvantage
over firm 1. Indeed, we make sure of this fact by

p∗1
¡
g3 + 12, a

¢
− p∗1

¡
g3, a

¢
= −1

6
(4− a)∆1 −

1

3
∆0 < 0.

8 See p.335 of Watts (2001).
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Since the cost-reducing effect generated by the link
with firm e is small, the price competition effect can
be larger than the cost-reducing effect. Hence, firm
1 has no incentive to form a link with firm e. By
the same reason, we can verify that firm 2 has no
incentive to form a link with firm e if it is chosen at
the first period.
Second, consider the case where ∆ < 1 − a. In

this case, the cost-reducing effect of the second link
is pretty larger than that of the first link. This
makes firm e cost-disadvantageous over the two in-
cumbents if it forms a link with one of them. Again,
suppose firms 1 and e are chosen at the first period.
Then we have

p∗e
¡
g3 + 12, a

¢
− p∗e

¡
g3, a

¢
= −1

3
(1− a)∆1 −

2

3
∆0 < 0,

and ensure that as for firm e, the cost-reducing ef-
fect of a link with firm 1 is smaller than the price
competition effect. Hence, firm e has no incentive
to form a link with firm 1. This argument can be
applied to the case where firms e and 2 are chosen
at the first period.
In sum, for ∆ > 2+a

2 or ∆ < 1− a, the network
g3 survives in the dynamic process, because as for a
firm that tries to form a link, the cost-reducing ef-
fect is smaller than the price competition effect. On
the contrary, for 1−a ≤ ∆ ≤ 2+a

2 , the cost-reducing
effect is larger than the price competition effect, so
that each of the three firms have an incentive to
form a pairwise link with each other.

4 Entry and Location Choice
of an Entrant

We turn to the first stage in which firm e makes its
entry decision, and if it decides to enter, it also de-
cides its location a

¡
∈
£
1
2 , 1
¢¢
. Needless to say, firm

e enters the market as long as the entry sunk cost
F is small. Hence, we firstly examine the case in
which F = 0 for analytical simplicity, and we then
characterize a threshold level of the entry sunk cost
F ∗ such that firm e does (does not) enter the market
if F ≤ (>)F ∗.

4.1 Firm e’s location choice

Suppose F = 0. Then, firm e enters the market as
long as it can obtain a nonnegative profit. Then,
the following proposition characterizes firm e’s lo-
cation choice in equilibrium, a∗.

Proposition 2 Suppose F = 0. Then, we have:
(i) When 0 < ∆ ≤ 1

2 , a
∗ = 1 − ∆

¡
> 1

2

¢
if

(3t− 4∆0)2 ≤ 36t2∆ (1−∆). Otherwise, a∗ = 1
2 .

(ii) When 1
2 < ∆ ≤

5
4 , a

∗ = 1
2 .

(iii) When 5
4 < ∆ < 3

2 , a
∗ = 2 (∆− 1)

¡
> 1

2

¢
if (3t− 4∆0)2 ≤ 72t2 (∆− 1) (3− 2∆). Otherwise,
a∗ = 1

2 .
(iv) When ∆ ≥ 3

2 , a
∗ = 1

2 .

The result of Proposition 2 is explained by a firm’s
incentive to form a link with another firm. We de-
scribe the details of this point below.
Consider the case where 0 < ∆ ≤ 1/2. In this

case, according to Proposition 1, if firm e chooses
the location a between 1/2 and 1 −∆, the incum-
bent network g3 still stands in the following second
stage. This is because as for a firm that tries to
form a link, the cost-reducing effect of the link is
smaller than the price competition effect. On the
other hand, if it chooses a between 1 − ∆ and 1,
the complete network g7 is formed, since the cost-
reducing effect is larger than the price competition
effect. Then, how about firm e’s incentive for its
location? Notice that irrespective of a type of net-
work, firm e would like to avoid the severe price
competition in the retail market. That is, given a
type of network, firm e chooses a location such that
it can set a price as high as possible. Formally,

∂Πe (g3, a)

∂a
< 0 for any a ∈

∙
1

2
, 1−∆

¶
and

∂Πe (g7, a)

∂a
< 0 for any a ∈ [1−∆, 1)

Hence, firm e chooses a∗ = 1/2 in g3, while it
chooses a∗ = 1−∆ in g7.
Similarly, in the case where 1/2 < ∆ ≤ 5/4, we

ensure that the network g7 is formed in the second
stage, irrespective of firm e’s location a

¡
∈
£
1
2 , 1
¢¢
,

by the result of Proposition 1 and the condition that
1/2 < ∆ (see the proof of Proposition 1 in Appen-
dix). Then, firm e chooses a∗ = 1/2.
In the case where 5/4 < ∆ < 3/2, the incum-

bent network g3 survives if firm e chooses the loca-
tion a between 1/2 and 2 (∆− 1), whereas the com-
plete network g7 is formed if it chooses a between
2 (∆− 1) and 1. Hence, firm e chooses a∗ = 1/2
in g3, while it chooses a∗ = 2 (∆− 1) in g7. The
condition that indicates firm e’s choice is given by
the statement in the proposition.
Lastly, in the case where ∆ ≥ 3/2, we en-

sure that the network g3 survives in the second
stage, irrespective of firm e’s location a

¡
∈
£
1
2 , 1
¢¢
,
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by the result of Proposition 1 and the condition that
2 (∆− 1) > 1. Then, firm e chooses a∗ = 1/2.
In Proposition 2, it is difficult to interpret the

condition that indicates the choice of location when
there exists two candidates of them (i.e., the case
where 0 < ∆ ≤ 1/2 or 5/4 < ∆ < 3/2). Let
us try to give an interpretation to these condi-
tions. Consider the case where 0 < ∆ ≤ 1/2.
When does firm e choose a∗ = 1/2 rather than
a∗ = 1−∆? Note that, given Assumption 1(i) (i.e.,
∆0 <

¡
3/
¡
4 +
√
17
¢¢
t), the larger ∆0, the smaller

firm e’s profit in g3 (i.e., Π∗e
¡
g3, 1/2

¢
). This is be-

cause the two incumbents who has one link with
each other becomes more efficient as ∆0 becomes
larger. On the other hand, firm e’s profit in g7

(i.e., Π∗e
¡
g7, 1−∆

¢
) becomes larger as ∆0 becomes

larger, when ∆ ≤ 1/2. Hence, as the marginal cost-
reducing effect of the first link becomes large, firm
e has more incentive to choose a∗ = 1 − ∆, given
any other parameters constant.
Next, examine the effect of the parameter ∆1.

It is easy to check that ∂Π∗e
¡
g7, 1−∆

¢
/∂∆1

< 0 when ∆ ≤ 1/2. This is because when the mar-
ginal production cost is the same among all the
firms, the profit-maximizing location for firm e is
1/2. Then, since a∗ = 1−∆ gets farther from 1/2
as ∆1 becomes large, firm e’s profit under g7 de-
creases. Hence, it is more likely for firm e to take
a∗ = 1/2 rather than a∗ = 1−∆ when ∆1 is large.
Similarly, we can give an interpretation to the

condition for the case where 5/4 < ∆ < 3/2. In
fact, since ∂Π∗e

¡
g7, 2 (∆− 1)

¢
/∂∆1 > 0 when ∆ >

1, it is more likely for firm e to take a∗ = 1/2 rather
than a∗ = 2 (∆− 1) when ∆1 becomes large.9
We summarize these interpretations as a corol-

lary.

Corollary 1 Consider the case where 0 < ∆ ≤
1/2. Then, when ∆0 is large or ∆1 is small, firm
e chooses a∗ = 1 − ∆. On the other hand, for
the case where 5/4 < ∆ < 3/2, firm e chooses
a∗ = 2 (∆− 1) when ∆1 is large.

4.2 Does the incumbent network de-
ter entry?

Next, we examine the case in which F > 0. As
stated in the beginning of this section, when F is
small, firm e enters the market and its location is
characterized by Proposition 2. Hence, we restrict
our attention to the characterization of the thresh-
old level of the entry sunk cost F ∗ such that firm e
does (does not) enter the market if F ≤ (>)F ∗.

We prepare two benchmarks in order to obtain
the insight of F ∗ in our model. As a first bench-
mark, we provide the threshold level of the entry
sunk cost when there exists no opportunity for all
the firms to form pairwise links. In that case, it is
easy to verify that firm e locates at aB∗ = 1/2, once
it decides to enter the market. Then, firm e’s profit
is

ΠB∗e
¡
∅, aB∗

¢ ¡
= Π∗e

¡
g0, aB∗

¢¢
=
1

8
t.

Hence, the threshold level of the entry sunk cost
when there exists no pairwise link between the two
incumbents is FB∗ = (1/8) t. Note that aB∗ = 1/2
and Π∗e = (1/8) t hold as long as the marginal cost
is the same among all the three firms, including the
entrant. Hence, aB∗ and FB∗ are also the first-best
solution in the sense that they are realized when the
marginal production costs of all the firms (firms 1,
2, and e) are c (2).
Next, as a second benchmark, we derive the

threshold level of the entry sunk cost when only
the incumbents can form a pairwise link and the en-
trant is not allowed to do so. This benchmark comes
from the idea that a newcomer may be more diffi-
cult to communicate with incumbents without the
improvement of information technology than with
it. Furthermore, this situation is justified because
the link benefits the two incumbents when there ex-
ists a threat of potential entry, as mentioned after
Assumption 1. In this second benchmark, firm e
locates at eaB∗ = 1/2, once it decides to enter the
market. Then, firm e’s profit is given by

eΠB∗e ¡
g3,eaB∗¢ = 1

72t
(3t− 4∆0)2 .

Then, the threshold level of the entry sunk cost
when there exists a link between the two incum-
bents is eFB∗ = (3t− 4∆0)2 /72t. Comparing eFB∗
with FB∗, we ensure that the link between the two
incumbents can actually have an entry-deterrence
effect, because eFB∗ < FB∗.
Let us turn to the model analyzed so far. Firm

e’s profit excluding the entry sunk cost in each case
of the equilibrium is calculated as follows.
(i) When 0 < ∆ ≤ 1

2 , Π
∗
e

¡
g3, 12

¢
=

1
72t (3t− 4∆0)

2 or Π∗e
¡
g7, 1−∆

¢
= 1

2 t∆ (1−∆).
(ii) When 1

2 < ∆ ≤
5
4 , Π

∗
e

¡
g7, 12

¢
= 1

8 t.
(iii) When 5

4 < ∆ < 3
2 , Π

∗
e

¡
g3, 12

¢
=

1
72t (3t− 4∆0)

2 or
Π∗e
¡
g7, 2 (∆− 1)

¢
= t (∆− 1) (3− 2∆).

(iv) When ∆ ≥ 3
2 , Π

∗
e

¡
g3, 12

¢
= 1

72t (3t− 4∆0)
2.

Then, we immediately obtain the following finding.
9 In this case, the effect of ∆0 is ambiguous, since both Π∗e g3, 1/2 and Π∗e g7, 2 (∆− 1) are decreasing in ∆0.
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Proposition 3 Suppose the two incumbents al-
ready have a pairwise link with each other, and
an entrant is allowed to form a pairwise link with
an incumbent. Then, if the marginal change of
cost-reducing effect scarcely depends on the num-
ber of links, the incumbent link never has an entry-
deterrence effect. Otherwise, the incumbent link has
an entry-deterrence effect.

According to Proposition 3, the incumbent link
cannot be a device for entry deterrence when the ra-
tio of the marginal change of cost-reducing effect of
pairwise links is small (i.e., when 1/2 < ∆ ≤ 5/4).
In other words, when the marginal change of cost-
reducing effect scarcely depends on the number of
links, the incumbent network formation has no ef-
fect on entry deterrence, because the incumbents
are also willing to form a link with an entrant. This
is because, in that case, the cost-reducing effect
becomes larger than the price competition effect,
which in turn benefits not only an entrant but also
two incumbents. Then, the entrant is likely to be
welcome so that the complete network g7 is cer-
tainly formed. Hence, the incumbent network does
not have an entry-deterrence effect in that case.

Except for the case mentioned in Proposition 3,
the incumbent link has an entry-deterrence effect,
even though an entrant also has an opportunity to
form a link with an incumbent. However, we should
also note that when the entrant chooses a∗ = 1−∆
(i.e., when 0 < ∆ ≤ 1/2 and ∆0 is large or ∆1 is
small), the entry-deterrence effect of the incumbent
link becomes weak. Similarly, its entry-deterrence
effect becomes weak when it chooses a∗ = 2 (∆− 1)
(i.e., when 5/4 < ∆ < 3/2 and ∆1 is large).

The result of Proposition 3 provides us a crucial
implication for competition policy. Indeed, when
forming a collaboration among firms become easy
through the development of information technol-
ogy, a collaboration among incumbents does not al-
ways deter entry. This is because the incumbents
can fully use the opportunity to form a collabora-
tion with an entrant, so that they may easily allow
the entry. This collaboration may in turn enhance
social welfare. Then, according to Proposition 3,
with a improvement of information technology, a
competition authority should care about the infor-
mation concerning the change of the collaboration
effect in order to evaluate the incumbents’ alleged
entry-deterrence strategies.

5 Concluding Remarks

We have examined a firm’s entry and location deci-
sion when all firms, including incumbents and an
entrant, have an opportunity to form a pairwise
link with mutual consent. We have firstly shown
that when an entrant is allowed to form a link and
the link formation needs mutual consent, it has an
incentive to distort its location from a welfare view-
point in order to form a link with each of the incum-
bents. Second, we have shown that the incumbent
network formed by two incumbents cannot be a de-
vice for entry deterrence, especially when the mar-
ginal change of cost-reducing effect generated by a
link formation scarcely depends on the number of
links.
Our model presented in this paper is quite sim-

ple, so that several extensions deserves to be men-
tioned for future research. Here, we just mention
three of them. First, introducing multiple entrants
or more than two incumbents may affect the ana-
lytical results derived above. This is because the
relative magnitude between the cost-reducing effect
and the price competition effect changes according
to the number of firms. Second, if the cost-reducing
effect generated by a pairwise link formation de-
pends not only on the number of links but also on
the distance between the firms that forms a link, our
analytical results become quite complicated. While
the existence of spillovers makes the analysis com-
plicated, our main qualitative result may still hold
in that setting. Third, the change of spatial struc-
ture from a linear city to a circular city seems to
provide a dramatic change in the above results qual-
itatively, as it comes about when examining other
research issues.10

Appendix

A. The existence of the interior solu-
tion in equilibrium

As stated in the text, we claim that under Assump-
tion 1, we can restrict our attention to the interior
solution in which all three firms can obtain a posi-
tive demand and a positive profit after firm e’s entry
in equilibrium.
There are three steps for the procedure to derive

a sufficient condition for the existence of the interior
solution. In Step 1, given a network g, we derive a
condition that guarantees a positive demand and a

10This is mainly because all the incumbents are symmetric in the sense that they are located with equal distance and
they compete with both sides of rivals, even though we allow an entrant to choose its location between two incumbents.
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positive profit (i.e., pi > ci). In Step 2, given a net-
work g, we derive a condition under which firm e’s
profit-maximizing location is in the relevant range
of [1/2, 1). In Step 3, we derive a sufficient condi-
tion for the exisitence of the interior condition in all
possible networks by comparing all the conditions
derived in the second step.

Step 1 :

First, consider g = g3. Note that Di (.) > 0 is
equivalent to p∗i > ci (i = 1, e, 2). Then, we have:

p∗1
¡
g3, a

¢
> c

¡
η1
¡
g3
¢¢
if and only if

1

3
∆0 +

1

2
at > 0,

p∗e
¡
g3, a

¢
> c

¡
ηe
¡
g3
¢¢
if and only if

−1
3
∆0 + a (1− a) t > 0,

p∗2
¡
g3, a

¢
> c

¡
η2
¡
g3
¢¢
if and only if

1

3
∆0 +

1

2
(1− a) t > 0.

Then, comparing all the above conditions, we ob-
tain the condition under which all the three firms
have a positive demand as follows.

∆0 < 3a (1− a) t. (8)

The same procedure is applied to the other net-
works. In fact, we have:

For g = g1, ∆0 <
3 (1− a)
3− a t,

For g = g2, ∆0 <
3a

2 + a
t,

For g = g4, ∆1 < 3at,

For g = g5, ∆1 <
3

2
(1− a) t,

For g = g6, ∆1 < 3 (1− a) t,
For g = g0 and g = g7, no restriction.

Step 2

Consider g = g3. Rearranging (8), we have

3ta2 − 3ta+∆0 < 0. (9)

For a that satisfies (9) to exist in the range of
[1/2, 1), it is necessary to have the following con-
dition:

For g = g3, ∆0 <
3

4
t. (10)

The same procedure is applied to the other net-

works. In fact, we have:

For g = g1, ∆0 <
3

5
t, (11)

For g = g2, ∆0 <
3

4 +
√
17
t, (12)

For g = g4, ∆1 < 3t, (13)

For g = g5, ∆1 <
3

4
t, (14)

For g = g6, ∆1 <
3

2
t, (15)

For g = g0 and g = g7, no restriction.

Step 3

Summarizing (11) to (15), we obtain a suffi-
cient condition for the interior solution, which is
stated in Assumption 1; ∆0 <

¡
3/
¡
4 +
√
17
¢¢
t and

∆1 < (3/4) t.

B. Proof of Lemma 1

Consider a network g in which η1 = ηe = η and
η2 = eη ( 6= η). Suppose the link 1e /∈ g. Then, from
(1) and (2), we have:

f1 (g, a, 1e) ≡ p∗1 (g + 1e, a)− c (η + 1)
− (p∗1 (g, a)− c (η))

=
1

6
a (c (η)− c (η + 1)) > 0.

fe (g, a, 1e) ≡ p∗e (g + 1e, a)− c (η + 1)
− (p∗e (g, a)− c (η))

=
1

3
a (c (η)− c (η + 1)) > 0.

Next, suppose 1e ∈ g. Again, from (1) and (2), we
have:

f1 (g − 1e, a, 1e) ≡ p∗1 (g, a)− c (η)
− (p∗1 (g − 1e, a)− c (η − 1))

=
1

6
a (c (η − 1)− c (η)) > 0.

fe (g − 1e, a, 1e) ≡ p∗e (g, a)− c (η)
− (p∗e (g − 1e, a)− c (η − 1))

=
1

3
a (c (η − 1)− c (η)) > 0.

Notice that all the above inequalities holds for any
a ∈

£
1
2 , 1
¢
.

Likewise, we can ensure the claim for any other
pairs by using (1) to (3). ¥
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Proof of Lemma 2

Using (1) to (3) and the definition of pairwise sta-
bility, we need to check when each of the networks
g1, g2, g3, and g7 can be pairwise stable.
First, consider g1. The link 12 satisfies the

condition of pairwise stability from Lemma 1. By
checking the definition of pairwise stability, we can
ensure that the link 13 satisfies its condition when
∆ > 2+a

a or∆ < 1−a
3−a . Similarly, the link 23 satisfies

its condition when ∆ > 1
a or ∆ <

2
3−a . Therefore,

g1 is pairwise stable when ∆ > 2+a
a or ∆ < 1−a

3−a .
The same procedure for the check of pairwise

stability conditions can be applied to g2, g3, and
g7. In fact, we ensure that: (i) g2 is pairwise sta-
ble when ∆ > 3+a

1−a or ∆ < a
2+a , (ii) g

3 is pairwise
stable when ∆ > 2+a

2 or ∆ < 1 − a, and (iii) g7 is
pairwise stable for any ∆ > 0.
Furthermore, we know that 1 − a ≥ (<) a

2+a if
and only if 12 ≤ a ≤

√
3−1

¡√
3− 1 < a < 1

¢
. Then,

the results derived above are summarized as in the
text. ¥

C. Proof of Proposition 1

We need to give the proofs for the two cases; the
case where a ∈

£
1
2 ,
√
3− 1

¢
and the case where

a ∈
£√
3− 1, 1

¢
. Hereafter, we denote the network

at tth round by g(t).
(i) The case where a ∈

£
1
2 ,
√
3− 1

¢
First, we consider the case where a ∈£

1
2 ,
√
3− 1

¢
. From Lemma 2, we know that, given

g(0) = g
3, g3 and g7 are the candidates of pairwise

stable networks to which the dynamic process con-
verges when ∆ > 2+a

2 or ∆ < 1− a. On the other
hand, when 1− a ≤ ∆ ≤ 2+a

2 , only g
7 is its candi-

date, whereas there is a possibility that no network
survives this process.
Consider the case where ∆ > 2+a

2 or ∆ < 1− a.
Suppose firms 1 and 2 are chosen with probability
1
3 at the 1st round. We know that f1

¡
g3, a, 12

¢
< 0

when ∆ > 2+a
2 . Therefore, g(1) = g(0) = g

3. Next,
suppose firms 1 and 3 are chosen with probability
1
3 . Since 13 ∈ g3, we have g(1) = g(0) = g3 from
Lemma 1. Lastly, suppose firms 2 and 3 are cho-
sen with probability 1

3 . Since ∆ < 1 − a < a for
a ≥ 1

2 , f2
¡
g3, a, 23

¢
< 0 which implies that firm 2

has no incentive to form 23, so that g(1) = g(0) = g3.
Therefore, when ∆ > 2+a

2 or ∆ < 1−a, g3 remains
forever, i.e., the dynamic process converges to g3.
Next, consider the case where 1−a ≤ ∆ ≤ 2+a

2 .
Suppose firms 1 and 2 are chosen with probability
1
3 at the 1st round. Then, since f1

¡
g3, a, 12

¢
≥ 0

and f2
¡
g3, a, 12

¢
≥ 0 when 1 − a ≤ ∆ ≤ 2+a

2 , the
two firms have an incentive to form the link 12.
Hence, g(1) = g(0) + 12 = g4. Then, from Lemma
1, we know that firms 2 and 3 have an incentive
to form the link 23, because η2

¡
g4
¢
= η3

¡
g4
¢
= 1

and 23 /∈ g4. This means that, once firms 2 and 3
are chosen with probability 1

3 , g
4 converges to g7.

Next, suppose firms 1 and 3 are chosen at the 1st
round. Since 13 ∈ g3, we have g(1) = g(0) = g3

from Lemma 1. Notice that, once firms 1 and 2 are
chosen after this round, g3 goes to g4. Again, g4

converges to g7 as long as firms 2 and 3 are chosen.

Suppose firms 2 and 3 are chosen at the 2nd
round after g(1) = g(0) = g3. We need to divide
the case where 1 − a ≤ ∆ ≤ 2+a

2 into three cases:
the case where 3−a

2 < ∆ ≤ 2+a
2 , the case where

a < ∆ ≤ 3−a
2 , and the case where 1 − a ≤ ∆ ≤ a.

When 3−a
2 < ∆ ≤ 2+a

2 , g
3 converges to g7 through

g4 as long as firms 1 and 2 are chosen. When
a < ∆ ≤ 3−a

2 , firms 2 and 3 have an incentive
to form the link 23 under g3, which means g3 goes
to g6. Also, once firms 1 and 2 are chosen after this
round, firms 1 and 2 have an incentive to form the
link 12, which means g6 goes to g7. The process at
the case where 1 − a ≤ ∆ ≤ a is the same as the
case where 3−a

2 < ∆ ≤ 2+a
2 . Hence, we can sum-

marize that when firms 1 and 3 are chosen at the
1st round, the dynamic process converges to g7.

Lastly, suppose firms 2 and 3 are chosen with
probability 1

3 at the 1st round. The analysis is the
same as the case where firms 2 and 3 are chosen at
the 2nd round after g(1) = g(0) = g3. Therefore, the
process converges to g7.

In sum, we ensure that when 1− a ≤ ∆ ≤ 2+a
2 ,

the dynamic process with the initial state g3 con-
verges to g7.

(ii) The case where a ∈
£√
3− 1, 1

¢
From Lemma 2, we know that, given g(0) = g3,

g3 and g7 are the candidates of pairwise stable net-
works to which the dynamic process converges when
∆ > 2+a

2 or ∆ < 1 − a. On the other hand, when
1 − a ≤ ∆ ≤ 2+a

2 , only g
7 is its candidate. Hence,

the procedure for the check of the convergence of the
dynamic process is the same as in (i), except that
when 1− a ≤ ∆ ≤ 2+a

2 , we need to divide the case
into two cases: the case where a

2+a ≤ ∆ ≤
2+a
2 and

the case where 1−a ≤ ∆ < 2+a
2 . However, the same

reasoning as in the case where 1− a ≤ ∆ ≤ 2+a
2 in

(i) applies to both cases. Therefore, we derive the
same result as in (i). ¥
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D. Proof of Proposition 2

Let us consider firm e’s problem in the first stage.
To do so, we first rewrite the conditions under
which the network formation process converges to
g3 and g7, respectively. In fact, the condition that
∆ > 2+a

2 or ∆ < 1− a is rewritten as

a < 2 (∆− 1) or a < 1−∆.

We know that 2 (∆− 1) ≥ (<) 1−∆ if and only if
∆ ≥ (<) 1. Hence, when ∆ ≥ 1, we need to check
only the condition that a < 2 (∆− 1). Otherwise,
we check the condition that a < 1 −∆. Similarly,
the condition that 1− a ≤ ∆ ≤ 2+a

2 is rewritten as

a ≥ 1−∆ and a ≥ 2 (∆− 1) .

Again, we obtain that when∆ ≥ 1, we need to check
only the condition that a ≥ 2 (∆− 1). Otherwise,
we check the condition that a ≥ 1−∆.

Then, using these conditions and the fact that
a ∈

£
1
2 , 1
¢
, we have five cases to be considered: (i)

0 < ∆ ≤ 1
2 , (ii)

1
2 < ∆ ≤ 1, (iii) 1 < ∆ ≤ 5

4 ,
(iv) 5

4 < ∆ ≤
3
2 , and (v) ∆ > 3

2 . Let us examine
each of the cases separately. After that, we check
whether firm e can actually obtain a positive profit
with positive demand in each case.

(i) The case where 0 < ∆ ≤ 1
2 .

In this case, since ∆ < 1, the condition that
a ≥ (<) 1 − ∆ is a relevant constraint for firm e’s
problem. Then, if 12 ≤ a < 1−∆, g3 is formed with
probability 1 in the second stage. On the other
hand, if 1 − ∆ ≤ a < 1, g7 is formed with prob-
ability 1 in the second stage. Hence, we need to
solve each of two subproblems and then compare
firm e’s maximized profits in order to obtain firm
e’s profit-maximizing location.

The first subproblem is formulated as follows:

max
a
Πe
¡
g3, a

¢
=

1

2a (1− a) t
¡
p∗e
¡
g3, a

¢
− c

¡
ηe
¡
g3
¢¢¢2

s.t.
1

2
≤ a < 1−∆.

Then, we obtain the solution a∗(i),1 = 1
2 , and the

associated profit is as follows:

Π∗e

µ
g3,

1

2

¶
=
1

72
(3t− 4∆0)2 .

Similarly, the second subproblem is formulated by:

max
a
Πe
¡
g7, a

¢
=

1

2a (1− a) t
¡
p∗e
¡
g7, a

¢
− c

¡
ηe
¡
g7
¢¢¢2

s.t. 1−∆ ≤ a < 1.

We obtain the solution a∗(i),2 = 1 − ∆, and the
associated profit is as follows:

Π∗e
¡
g7, 1−∆

¢
=
1

2
t∆ (1−∆) .

We can ensure that both a∗(i),1 and a∗(i),2 can be
a solution when 0 < ∆ ≤ 1

2 , depending on the level
of parameters. Then, comparing Π∗e

¡
g3, 1/2

¢
with

Π∗e
¡
g7, 1−∆

¢
gives the condition in the text.

(ii) The case where 1
2 < ∆ ≤ 1

Since ∆ ≤ 1, the condition that a ≥ (<) 1 −∆
is a relevant constraint for firm e’s problem. Fur-
thermore, since 1−∆ < 1

2 , firm e’s problem is for-
mulated as

max
a
Πe
¡
g7, a

¢
s.t.

1

2
≤ a < 1.

We obtain the solution a∗(ii) = 1
2 , and the associ-

ated profit is as follows:

Π∗e

µ
g7,

1

2

¶
=
1

8
t.

(iii) The case where 1 < ∆ ≤ 5
4

Since ∆ > 1, the condition that a ≥
(<) 2 (∆− 1) is a relevant constraint for firm e’s
problem. Furthermore, since 2 (∆− 1) ≤ 1

2 , firm
e’s problem is formulated as

max
a
Πe
¡
g7, a

¢
s.t.

1

2
≤ a < 1.

We obtain the solution a∗(iii) = 1
2 , and the associ-

ated profit is as follows:

Π∗e

µ
g7,

1

2

¶
=
1

8
t.

(iv) The case where 5
4 < ∆ ≤

3
2

Since ∆ > 1, the condition that a ≥
(<) 2 (∆− 1) is relevant for firm e’s problem. Then,
if 1

2 ≤ a < 2 (∆− 1), g3 is formed with proba-
bility 1 in the second stage. On the other hand,
if 2 (∆− 1) ≤ a < 1, g7 is formed with probabil-
ity 1 in the second stage. Again, we need to solve
each of two subproblems and then compare firm e’s
maximized profits in order to obtain firm e’s profit-
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maximizing location.
The first subproblem is formulated as follows:

max
a
Πe
¡
g3, a

¢
s.t.

1

2
≤ a < 2 (∆− 1) .

Then, we obtain the solution a∗(iv),1 = 1
2 , and the

associated profit is as follows:

Π∗e

µ
g3,

1

2

¶
=
1

72
(3t− 4∆0)2 .

The second subproblem is formulated by:

max
a
Πe
¡
g7, a

¢
s.t. 2 (∆− 1) ≤ a < 1.

We obtain the solution a∗(iv),2 = 2 (∆− 1), and the
associated profit is as follows:

Π∗e
¡
g7, 2 (∆− 1)

¢
= t (∆− 1) (3− 2∆) .

We can ensure that both a∗(iv),1 and a∗(iv),2 can be
a solution when 5

4 < ∆ ≤
3
2 , depending on the level

of parameters. Then, comparing Π∗e
¡
g3, 1/2

¢
with

Π∗e
¡
g7, 2 (∆− 1)

¢
gives the claim in the text.

(v) The case where ∆ > 3
2

Since ∆ > 1, the condition that a ≥
(<) 2 (∆− 1) is relevant for firm e’s problem. Fur-
thermore, since 2 (∆− 1) ≥ 1, firm e’s problem is
formulated as

max
a
Πe
¡
g3, a

¢
s.t.

1

2
≤ a < 1.

We obtain the solution a∗(v) = 1
2 , and the associ-

ated profit is as follows:

Π∗e

µ
g3,

1

2

¶
=
1

72
(3t− 4∆0)2 .

Summarizing the above results gives the claim
in the text. ¥

References

[1] Bloch, F. (1995), "Endogenous Structures of
Association in Oligopolies", Rand Journal of
Economics 26, 537-556.

[2] d’Aspremont, C., Gabszewicz, J., and Thisse,
J. (1979), "On Hotelling’s Stability in Compe-
tition", Econometrica 47, 1145-1151.

[3] Ellison, G. and Fudenberg, D. (1995), "Word-
of-Mouth Communication and Social Learn-
ing", Quarterly Journal of Economics 110, 93-
126.

[4] Friedman, J. W. and Thisse, J. (1993), "Par-
tial Collusion Fosters Minimum Product Dif-
ferentiation", Rand Journal of Economics 24,
631-645.

[5] Gabszewicz, J., and Thisse, J. (1992), "Loca-
tion" in Handbook of Game Theory with Eco-
nomic Applications, edited by Aumann, R. and
Hart, S., Amsterdam: North Holland.

[6] Gasper, J. and Glaeser, E. L. (1998), "Infor-
mation Technology and the Future of Cities",
Journal of Urban Economics 43, 136-156.

[7] Goyal, S. (2007), Connections, New Jersey:
Princeton University Press.

[8] Goyal, S. and Joshi, S. (2003), "Networks of
Collaboration in Oligopoly", Games and Eco-
nomic Behavior 43, 57-85.

[9] Hotelling, H. (1929), "Stability in Competi-
tion", Economic Journal 39, 41-57.

[10] Jackson, M. O. (2008), Social and Economic
Networks, New Jersey: Princeton University
Press.

[11] Jackson, M. O. and Wolinsky, A. (1996), "A
Strategic Model of Social and Economic Net-
works", Journal of Economic Theory 71, 44-74.

[12] Matsumura, T. and Matsushima, N. (2009),
"Cost Differentials and Mixed Strategy Equi-
libria in a Hotelling Model", Annals of Re-
gional Science 43(1), 215-234.

[13] Meza, S. and Tombak, M. (2009), "Endoge-
nous Location Leadership", Internatonal Jour-
nal of Industrial Organization 27(6), 687-707.

[14] Okumura, Y. (2009), "Spatial Competition
and Collaboration Networks", mimeo, Kana-
gawa University.

[15] Song, H. and Vannetelbosch, V. (2007), "Inter-
national R&D Collaboration Networks", The
Manchester School 75 (6), 742-766.

[16] Watts, A. (2001) "A Dynamic Model of Net-
work Formation", Games and Economic Be-
havior 34, 331-341.

12



 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




